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The following analysis attempts to contrast the net change in population between a third-world country and first-word country, represented by the Sudan and United States, respectively. The data used spans the approximately 50 years from 1960 to 2010. Net change for this purpose indicates the ratio of number of births per 1000 minus number of deaths per 1000 from one year to the next. The resulting net change ratios of the two countries will then be compared.
The graph below shows the net percentage change to the two country populations as a result of births and deaths during years 1960 to 2010:
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There appears to be an extreme volatility in the US data, indicating that the series is not stationary. The Sudan data, however, seems to be extremely invariant over time. In examining the individual components of the population change for each country, it appeared that this theme repeats itself; the US displays no readily seen linear trend, while the Sudan does. The following two charts depict the percentage change from year to year in births per 1000 and deaths per 1000, respectively, for both countries:
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[image: image3.emf]Yearly Death Rate Change
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In both cases, the Sudan has been witness to an almost consistently linear drop in both birth rate and death rate, from year to year. The US does not. As seen above, the net change in the Sudan indicates a stationary times series; to be certain of the “instationary” characteristic of the US data, we will now show the time series (for both countries) using both 1st and 2nd differences:
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[image: image5.emf]Yrlt Net Pop Change, 2nd diff
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Note that no additional value is added by taking the 2nd differences for either country. Additionally, only the Sudan displayed excellent stationarity by taking the 1st. differences, so we will limit the differences at the 1st level.

When datasets are stationary, this can be indicated by the use of a sample autocorrelation function. The autocorrelation function (“ACF”) is a depiction of correlation coefficient estimates in a series of observations. These observations are separated by k time periods, k being referred to as a lag. An ACF can be thought of in terms of a system jarred by an extreme event; the ability for the system to reestablish its innate equilibrium over time will be depicted in the ACF distribution. The absolute deviation of the ACF from its mean μ should decrease as the lag (k) increases.
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The following graph shows the ACF for the 1st differences of both the US and the Sudan:
[image: image7.emf]Sample Autocorrelation Function - 1st. difference
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The sample autocorrelation for the US is never very large, and immediately begins to converge to 0. For the Sudan, at low lags (k <= 3) the ACF is very high, and quickly falls. It even “overcompensates”, and its convergence takes place as a pendulum would behave - it keeps overcompensating (in lessening degrees) until it finally converges to zero. This indicates stationarity of the data.
When sample autocorrelations are very high for lag = 1, and 0 for lags > 1, the process is indicative of white noise. The only forecast we can give is to expect the data to remain at the status quo. A time series generated by white noise should be seen as having a normal distribution with μ = 0 and σ = 1 / (n)1/2, where n is the number of the TS observations. Since the two 1st differenced TS above both have 48 observations (observations here being the change to population change from year to year), if white noise is affecting the distribution of the TS, the σ would need to be normally distributed with a mean of 0 and a standard deviation of 0.144338.  If the distribution is absolutely bounded by 1.96 times the SD (0.2829), we can be 95% sure that the ACF is, indeed, caused by the white noise effect. 

For the Sudan TS, it’s apparent that this is not the case; the sample autocorrelation function breaks through 0.2829 over 13 data points (as noted above, its distribution does not hover over zero by any means). The US TS is a bit more difficult to discern, since at lag 10 it comes very close to 0.2829 (in fact, it does not; in the ss attached, at lag 10 it gets to 0.26 only). If we find more than half of a TS’s autocorrelations are within one standard deviation from zero, it’s quite possible this indicates a pattern of a white noise process. Looking at the US ACF, we can readily discern this to be the case; only 10 of the data points cross 1 SD. 
Rather than assuming an oscillating series, we should use the Box-Pierce Q statistic and Bartlett’s test to check for a white noise process. The Box-Pierce Q statistic follows the chi-squared distribution with K degrees of freedom (“df”). 
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We will test this statistic using 20 df. So, Q = 48 * 3.4493 = 165.57. Since the critical value at a 5% significance level for a chi-square distribution with 20 df is 31.41, we should not reject a hypothesis that the correlation coefficients are 0. For comparison, we can see that the chi-square statistic for the Sudan TS is 48 * 0.3953 = 18.97, and such an hypothesis can safely be rejected (i.e., the TS is not being produced by white noise).
The Bartlett’s test is tested as follows:
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Using downloaded software (“AnaStats.Fr”), we receive a result of 251.404 using 20 df, which again indicates we should not reject an hypothesis of a white noise process. 
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