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Time Series Project

Number of Visitors of Expo 2010

Introduction

Better City, Better Life! The Expo 2010 was successfully held in Shanghai China from May 1st to Oct 31st 2011. It was a grand international gathering. About 200 nations and international organizations took part in the exhibition and more than 70 million people from home and abroad were attracted to visit. On an average, about 380 thousand of people visited the expo site every day. So if we can accurately predict the volumes of visitors next day, it will be helpful for the sponsor to organize and guide so many people visiting Expo safely and efficiently.

My project analyzed the daily volume of visitors as a time series, tested the stationarity and specified the characteristics. We found this time series has a strong weekly seasonality and used a seasonal ARIMA model to fit the time series. Finally, we checked the model we chose whether it was appropriate.
Data

The raw data of visitors’ volume were collected from the official website of Expo 2011 Shanghai China http://www.expo2010.cn/. The data exhibited the number of visitors in 182 days from May 1st to Oct 31st 2011. The unit we used in this project was thousand people.
Model Specification

Figure 1 shows the daily volumes of visitors in 182 days. The number of visitors seems increases in the first 30 years, and then goes to stable. In last period, the daily volume fluctuates more.
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Figure 1 Plot of Expo 2010
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We use ADF unit root to test whether the time series is stationary.

Value of test-statistic is: -1.0695 

Critical values for test statistics: 

      1pct  
5pct

10pct

tau1  -2.58  
-1.95 
-1.62

Since the value of test-statistic -1.0695 is greater than the 10 percent critical value, we reject the hypothesis that it is stationary.

Figure 2 shows the first difference of daily volumes. It looks no evident trend.
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We also use ADF unit root to test the stationarity.

Value of test-statistic is: -11.4056 

Critical values for test statistics: 

      1pct   5pct 
10pct

tau1  -2.58   -1.95   -1.62

The value of test-statistic -11.4056 is smaller than 1 percent critical value, so we accept the hypothesis that it is stationary.

Figure 3 shows the sample ACF of first difference of daily volumes.
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Figure 3 Sample ACF of Difference of Visitor Volume





The strong seasonality of lag 7 is present in this time series. After further analysis, we find a fact that Saturday has the greatest number of visitors, and Monday goes down to the trough.

Figure 4 and Figure 5 display the plot of visitor volume after taking both a first difference and a seasonal difference and its sample ACF. After seasonal difference has been taken, the autocorrelation declines to zero with random fluctuations within small limits as white noise.
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Figure 5 Sample ACF of First Difference and Seasonal Difference
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Figure 6 Sample PACF for Difference of First Difference and Seasonal Difference





From the sample ACF and PACF, we cannot determine whether it is a pure AR or a pure MA model. So we consider using a multiplicative seasonal ARIMA(p,1,q)*(0,1,1)7 model to fit for this time series.

Model Fitting

Usually, extended ACF is often an effective tool for identifying ARMA models. Unfortunately, we doesn’t find a clear triangle of zero this time.

AR/MA

   0  1  2  3  4  5  6  7

0  o  o  o  o  o  x  x  o

1  x  o  o  o  o  o  x  x

2  x  o  o  o  o  o  x  o

3  x  o  o  o  o  o  x  o

4  o  x  o  o  o  o  x  o

5  o  x  o  o  o  o  x  x

6  x  x  o  x  x  x  x   o

7  x  x  o  x  o  x  x   o

We have to try a few models and choose the most appropriate models through comparing sigma^2, log likelihood and AIC.

	Models
	sigma^2
	log likelihood
	AIC

	ARIMA(0,1,0)*(0,1,1)7
	5326
	-997.42
	1998.84

	ARIMA(0,1,1)*(0,1,1)7
	5322
	-997.39
	2000.77

	ARIMA(0,1,2)*(0,1,1)7
	5058
	-993.52
	1995.04

	ARIMA(0,1,3)*(0,1,1)7
	4865
	-990.39
	1990.79

	ARIMA(1,1,0)*(0,1,1)7
	5323
	-997.40
	2000.79

	ARIMA(1,1,1)*(0,1,1)7
	5305
	-997.18
	2002.36

	ARIMA(1,1,2)*(0,1,1)7
	4823
	-989.73
	1989.46

	ARIMA(1,1,3)*(0,1,1)7
	4606
	-986.24
	1984.49

	ARIMA(2,1,0)*(0,1,1)7
	5165
	-995.11
	1998.22

	ARIMA(2,1,1)*(0,1,1)7
	4802
	-989.43
	1988.86

	ARIMA(2,1,2)*(0,1,1)7
	4347
	-981.18
	1974.37

	ARIMA(2,1,3)*(0,1,1)7
	4552
	-984.99
	1983.98

	ARIMA(3,1,0)*(0,1,1)7
	4915
	-990.93
	1991.86

	ARIMA(3,1,1)*(0,1,1)7
	4742
	-988.07
	1988.14

	ARIMA(3,1,2)*(0,1,1)7
	4284
	-979.75
	1973.51

	ARIMA(3,1,3)*(0,1,1)7
	4304
	-980.26
	1976.52


ARIMA(3,1,2)*(0,1,1)7 Coefficients:

         

ar1      ar2       ar3      ma1      ma2     sma1

Estimate      
0.8579   -0.8156   -0.1572   -0.9689   0.8474   -0.8376

Standard error  
0.1107   0.1054    0.0924   0.0913    0.0765   0.0565

sigma^2 estimated as 4284:  log likelihood = -979.75,  AIC = 1973.51
ARIMA(3,1,2)*(0,1,1)7 has the minimum sigma^2, log likelihood and AIC. But coefficient estimate ar3 is not highly significant.

ARIMA(2,1,2)*(0,1,1)7 Coefficients:

         

ar1      ar2      ma1     ma2     sma1

Estimate        1.0313   -0.9855   -1.0441   0.9002   -0.819

Standard error   0.0230    0.0171   0.0559   0.0560    0.059

sigma^2 estimated as 4347:  log likelihood = -981.18,  AIC = 1974.37
ARIMA(2,1,2)*(0,1,1)7 also has the lower sigma^2, log likelihood and AIC. And all coefficient estimates are highly significant. 

Finally, we choose the multiplicative ARIMA(2,1,2)*(0,1,1)7 model:
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Model Diagnostic Checking

To check the estimated the multiplicative ARIMA(2,1,2)*(0,1,1)7 model, we look at Figure 7 the time series plot of the residuals and do not find any major irregularities.
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Figure 7 Residuals from ARIMA(2,1,2)°(0,1,1)7 model
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Figure 8 shows the sample ACF of the residuals. The only “barely significant” correlation is at lag 8 and lag 9 and are all smaller than 0.2.
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Figure 8 ACF of Residuals from ARIMA(2,1,2)°(0,1,1)7 model
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Figure 9 displays the histogram of the residuals. The sharp likes a normal distribution.
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Figure 9 Residuals from ARIMA(21,2/0,1,1)7 model
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Figure 10 displays the QQ-normal plot for the residuals. The distribution of residuals is symmetric and thin tailed.

[image: image12.png]Figure 10 Residuals from ARIMA(2,1,2(0,1,1)7 model
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According all the check above, we believe the ARIMA(2,1,2)*(0,1,1)7 model is fitted for this time series.

Figure 11 displays the estimated series vs. the actual series. The model looks good to fit the actual data.
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Figure 11 Actual Visitor Volume and Estimated Value





Summary

We tested the raw time series by unit root and found it was not stationary. After taking first difference, we got a stationary series. Through the sample ACF, we found the time series had a strong weekly seasonality, and then we took a weekly seasonal difference. The sample ACF, PACF and EACF cannot determine the p,q of ARIMA model for this time series. Then we tried a few p,q , compared their sigma^2, log likelihood and AIC, and chose a ARIMA(2,1,2)*(0,1,1)7 model at last. By checking the residuals, we believed this seasonal ARIMA was well fitted for this time series.

Appendix: R Script
# read data

>expo=ts(read.table('expo.dat',header=T),start=1,freq=1)

>expo

# figure 1 raw data

>win.graph(width=8,height=3,pointsize=8)

>plot(expo,type='o',xlim=c(1,182),ylim=c(0,1500),xlab='Day',ylab='Number of Visitors',

main='Figure 1 Plot of Expo 2010 Visitors')

# unit root test
>install.packages(‘urca’)

>library(urca)

>summary(ur.df(expo,type=c("none"),selectlags=c("AIC")))

# figure 2 plot of difference
>win.graph(width=8,height=3,pointsize=8)

>plot(diff(expo),type='o',xlim=c(1,182),xlab='Day',ylab='First Difference of',

main='Figure 2 Plot of First Difference of Visitor Volume')

# unit root test for difference
>summary(ur.df(diff(expo),type=c("none"),selectlags=c("AIC")))

# figure 3 ACF

>win.graph(width=8,height=3,pointsize=10)

>acf(diff(expo),lag.max=100,main='Figure 3 Sample ACF of Difference of Visitor Volume')

# figure 4 plot of difference and seasonal difference
>win.graph(width=8,height=3,pointsize=8)

>plot(diff(diff(expo),lag=7),type='o',xlim=c(1,182),xlab='Day',ylab='First Difference of expo',

main='Figure 4 Plot of First Difference and Seasonal Difference of Visitor Volume')

# figure 5 ACF

>win.graph(width=8,height=3,pointsize=10)

>acf(diff(diff(expo),lag=7),lag.max=100,ci.type='ma',
main='Figure 5 Sample ACF of First Difference and Seasonal Difference')

# figure 6 PACF

>win.graph(width=8,height=3,pointsize=10)

>pacf(diff(diff(expo),lag=7),lag.max=100,
main='Figure 6 Sample PACF for Difference of First Difference and Seasonal Difference')

# EACF

>library(TSA)

>eacf(diff(diff(expo,lag=7)),ar.max = 7, ma.max = 7)

# AIC

>arima(expo,order=c(0,1,0),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(0,1,1),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(0,1,2),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(0,1,3),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(1,1,0),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(1,1,1),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(1,1,2),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(1,1,3),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(2,1,0),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(2,1,1),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(2,1,2),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(2,1,3),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(3,1,0),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(3,1,1),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(3,1,2),seasonal=list(order=c(0,1,1),period=7))

>arima(expo,order=c(3,1,3),seasonal=list(order=c(0,1,1),period=7))

#model fitting
>arimaexpo=arima(expo,order=c(2,1,2),seasonal=list(order=c(0,1,1),period=7))

#figure 7 plot of residuals
>win.graph(width=8,height=3,pointsize=10)

>plot(window(rstandard(arimaexpo),start=1),ylab='Standardized Residuals',type='o',

main='Figure 7 Residuals from ARIMA(2,1,2)*(0,1,1)7 model')

>abline(h=0)

#figure 8 ACF of residual
>win.graph(width=8,height=3,pointsize=10)

>acf(window(rstandard(arimaexpo),start=1),lag.max=100,

main='Figure 8 ACF of Residuals from ARIMA(2,1,2)*(0,1,1)7 model')

#figure 9 distribution
>win.graph(width=4,height=3,pointsize=8)

>hist(window(rstandard(arimaexpo),start=1),xlab='Stardardized Residuals',

main='Figure 9 Residuals from ARIMA(2,1,2)*(0,1,1)7 model')

#figure 10 QQ-plot
>win.graph(width=4,height=4,pointsize=8)

>qqnorm(window(rstandard(arimaexpo),start=1),

main='Figure 10 Residuals from ARIMA(2,1,2)*(0,1,1)7 model')

>qqline(window(rstandard(arimaexpo),start=1))

#figure 11 Fitting
>win.graph(width=8,height=4,pointsize=8)

>plot(expo,type='l',xlim=c(1,182),ylim=c(0,1500),xlab='Day',ylab='Number of Visitors',

main='Figure 11 Actual Visitor Volume and Estimated Value')

>lines(fitted(arimaexpo),col='red')

>legend(1,182,legend=c('Actual','Estimated'),col=c('black','red'),lty=c(1,1),bty='n')
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