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ANALYSIS OF KENTUCKY DERBY WINNING TIMES

The Kentucky Derby is a time-honored American tradition. Every year on the first Saturday in May, horseracing fans flock to Churchill Downs (and their television screens) to watch one of the most prestigious three-year-old races of the year. The winning horse earns a special place in history among some of the greatest racehorses of all time; among them, Secretariat, Gallant Fox, Whirlaway, Affirmed and Northern Dancer. 

The purpose of this project is to fit a time series model to the historical winning times of the Kentucky Derby. 

Data

The data for this project came from Wikipedia.org:  

http://en.wikipedia.org/wiki/Kentucky_derby
While this may not seem like a reliable website for the data, I double-checked it with the data available on the Kentucky Derby website (kentuckyderby.com). The reason the data was taken from Wikipedia was because it was easier to copy and paste the data into Excel.

The Kentucky Derby has been run since 1875. The distance of the Derby has varied over the course of time. It was originally run at 1.5 miles, but in 1896, that distance was changed to 1.25 miles. I will therefore be using data from 1896 to 2010.

Calculation Tools

All calculations have been done in Excel. 

Examination of the Data

Below is a graph of the Kentucky Derby winning time in seconds by year. The data for this graph can be found in the Excel tab labelled “Kentucky Derby Winning Times”. There is a star on year 1968 because the original winner, Dancer’s Image, was disqualified due to illegal drugs being found in the horses’ system after the race.  
Exhibit 1   
[image: image1.png]ime

inning T

Historical Kentucky Derby W

140

135

9 v 9o v o
® o & 4 =
AR R S

Spu0daS Ul dwil Suuum

0
S
=

Year





Upon first glance we can see that the winning time has decreased somewhat over the course of time.  One of the reasons for this could be improved breeding practices that are producing faster Thoroughbreds. Another could be a differing track surface that produces faster times. Overall, the winning time has remained relatively stable after 1948.

An important factor that plays with the winning time is the weather and track conditions on the day of the race. While the race is always held at Churchill Downs, the track conditions aren’t always ideal. Rain will make the track muddy while dry weather will make the track “fast”. A muddy track will typically produce slower winning times over a race of equal distance as a race run on a fast track. 
Some horses also perform differently on different types of tracks. Speed horses that try to get right to the front and try to out-sprint the rest of the pack will typically be scratched if the track is considered muddy or will tire out much more quickly. Horses that do well in mud, referred to as “mudders”, have the potential to outperform horses that don’t like a muddy track. Track conditions add another level of uncertainty to any horserace since it can throw off horses that only do well in particular track conditions. 
It is important to check time series data for stationarity. To do so, we will examine a correlogram, which is a plot of the sample autocorrelation function versus lag k. The calculations that generated this graph can be found in the Excel tab labelled “Correlogram”.
Exhibit 2
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We can see from this correlogram that the time series data is not stationary. While there are no significant spikes, the sample autocorrelation does not cut off drastically or die down very quickly. This means that a trend is present in the data. Therefore, we are going to have to transform the data in order to model our time series. 
Below is the plotted first differences in seconds of the Kentucky Derby winning times. The calculations to produce this chart can be found in the Excel sheet labelled “First Differences.”
Exhibit 3
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Upon examination of this plot, there doesn’t seem to be any trend in the data. While there are a few spikes, the data still oscillates nicely back and forth over the mean. This gives a good indication that the time series is now stationary. 

The correlogram below displays the sample autocorrelations of the first differences of the data. The calculations and data that generated this chart can be found in the Excel tab labelled “First Differences Correlogram.”

Exhibit 4 
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We can see from this plot that the sample autocorrelation is very close to one by about the third lag. After that, the sample autocorrelations fluctuate very closely around zero. This is a good indication that our time series is now stationary and that we can use it to fit the data to a time series model. 
Since we are using first differences, a moving average model is not appropriate. Based on the correlogram of first differences, the times series has an autoregressive component. We will now attempt to see which model best fits our data.
MA(1) Model
I will model the data based on a MA(1) model just to show that it is not be a good fit.

	For an MA(1) model, the autocorrelation of lag 1 is 

ρ1 =
	-Θ1

	
	(1 + Θ12)


The sample autocorrelation is a good estimator of the correlation when a large number of data points is being used. Since we are using 115 data points, this assumption holds. At lag 1, the sample autocorrelation is 0.7313, which we can use to determine  Θ1. Using the formula above, we come up with the result that  Θ1 is -0.5277. We use the average of our data as our estimate for μ. 

The MA(1) model is:

yt = μ + εt - Θ1εt-1 = -.0044 + εt + 0.5277 εt-1
The Box-Pierce Q statistic for this moving average model, taken at lag 20, is 502.7189, which is huge.  For an MA(1) model, the Q statistic at lag 20 has 19 degrees of freedom.  The chi-square critical value at the 5% significance level is 30.14.  Therefore, we definitely reject this model based on the Box-Pierce Q test. 
AR(1) Model
This model takes the following form:

Yt = a +ΦYt-1 +et

Using the Regression add-on in Excel, the following output was generated (see AR(1) Regression Output tab in Excel file).

	SUMMARY OUTPUT
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.7353211
	
	
	
	
	
	
	

	R Square
	0.54069712
	
	
	
	
	
	
	

	Adjusted R Square
	0.5365962
	
	
	
	
	
	
	

	Standard Error
	2.14216184
	
	
	
	
	
	
	

	Observations
	114
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	1
	605.0307838
	605.030784
	131.84781
	1.21411E-20
	
	
	

	Residual
	112
	513.9520232
	4.58885735
	
	
	
	
	

	Total
	113
	1118.982807
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	33.3691582
	7.920552385
	4.21298372
	5.12E-05
	17.67559946
	49.06271698
	17.67559946
	49.062717

	X Variable 1
	0.73134652
	0.063692272
	11.4825001
	1.214E-20
	0.605148448
	0.857544584
	0.605148448
	0.85754458


The Durbin-Watson statistic (calculated in First Differences Statistics tab) is 2.148857778. Since this is close to 2, the statistic indicates that there is no autocorrelation between the residuals.
The Chi-Square critical values at 5% and 10% significance for lag 20 are 28.87 and 34.81 respectively. The Box-Pierce Q Statistic at lag 20 is 23.97246 (from AR(1) Regression Output) , therefore, we cannot reject the null hypothesis. 

The R Square is 54.0697, which does not indicate the best fit for this model. 

AR(2) Model
This model takes the following form:

Yt = a +ΦYt-1 + ΦYt-2+et

Using the Regression add-on in Excel, the following output was generated (see AR(2) Regression Output tab in Excel file).

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.753185
	
	
	
	
	
	
	

	R Square
	0.567288
	
	
	
	
	
	
	

	Adjusted R Square
	0.55942
	
	
	
	
	
	
	

	Standard Error
	2.033261
	
	
	
	
	
	
	

	Observations
	113
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	2
	596.1877
	298.0939
	72.1052
	9.79E-21
	
	
	

	Residual
	110
	454.7567
	4.134152
	
	
	
	
	

	Total
	112
	1050.944
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	28.19439
	8.094085
	3.483333
	0.000712
	12.15382
	44.23497
	12.15382
	44.23497

	X Variable 1
	0.226398
	0.089476
	2.530258
	0.012813
	0.049077
	0.40372
	0.049077
	0.40372

	X Variable 2
	0.546099
	0.08986
	6.077242
	1.8E-08
	0.368018
	0.724179
	0.368018
	0.724179

	
	
	
	
	
	
	
	
	


The Durbin-Watson statistic (calculated in Second Differences Statistics  tab) is 2.029281238. For n=100, at 5%, dL=1.63 and dU=1.72, so we will not reject the model based on the Durbin-Watson test.
The R Square is 56.73 which is somewhat better than the AR(1) model. However, this is still a very poor indication of fit for this model. 

Conclusion
Since the AR(2) model had a slightly higher R squared, we will use it to model Kentucky Derby Winning Times.  Below is a graph (Kentucky Derby Winning Times) that shows the actual times versus the predicted times. The model appears to do a fairly good job of modeling the winning time.
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