Time Series Student Project – Silver Price

I will do the student project of Time Series based on the silver price over the years. 

Data source: http://www.indexmundi.com/commodities/?commodity=silver&months=360
I got the silver price over the past 30 years (from Aug 1981 through Aug 2011), and use the first 348 data as a sample to find a suitable Time Series model. 
Fist, I plot the silver price over the time.
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From the above data plot, no seasonality could be found for the silver price over the years. There seems to be an upward trend in recent years.
Then I plot the ACF or the silver price, in order to check on the stationary of the price data. [image: image2.png]ACF
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As is shown above, the lag does not seem to die off quickly, there’s no steep decline to zero. Therefore I tried first difference and log first difference to find a stationary process. 
First Difference of the Silver Price

Below is the first difference plotted over time and it appears to be stationary.
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Below is the ACF plot for first difference. It shows random fluctuations above and below zero, decreases towards zero from around lag 60 through lag 250, however increases a bit afterwards. Overall, the ACF shows only small fluctuations around zero, which is a good sign for stationarity.
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Also I plotted the PACF on first difference, which roughly only shows small fluctuations around zero as well.
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Log Difference of the Silver Price

Besides first difference, I also consider the log difference of the silver price.

Below I plot the log first difference of silver price over time:
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ACF for the log first difference is plotted as below. It shows a clear view of random fluctuation between +/- values and is closely centered on zero, from which we can assume to have a stationary model. [image: image7.png]ACF
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PACF plot for the log first difference as below – we could only observe small fluctuations around zero as well.
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Both the first difference and the log first difference appear to be stationary, as shown in their autocorrelation diminishing quickly to zero and then oscillating in very small amount. It is observed that the log first difference model has fewer fluctuations, especially in ACF, therefore I will base my further study assuming the log first difference is a stationary process. The autocorrelation graph does not have any sharp increases and decreases. This indicates that there are no moving averages required in the model. Thus, a model with autoregressive terms only is adequate.
To test the normality of the differences of the logs from the silver price, I use the Kolmogorov–Smirnov test. Test result is shown below:

One-sample Kolmogorov-Smirnov test
data:  diff(log(silver[,1])) 

D = 0.0871, p-value = 0.0103
With confidence level of 95%, for a p-value of 0.0103, we can reject the null hypothesis that the data follow a specified distribution.

Model Parameter Selection

For the log difference data, I will test AR(1), AR(2), AR(3) models.
For AR(1), 

Coefficients:

         ar1  intercept

      0.1212     0.0017

s.e.   0.0533     0.0040

sigma^2 estimated as 0.004312:  log likelihood = 452.54,  aic = -899.09
For AR(2),

Coefficients:

         ar1      ar2  intercept

      0.1321   -0.0924     0.0018

s.e.   0.0535    0.0536     0.0037

sigma^2 estimated as 0.004276:  log likelihood = 454.03,  aic = -900.05
Comparing with AR(1), we can see that the Sigma^2, log likelihood, and AIC have not improved much after introducing one more variable.

For AR(3),

Coefficients:

         ar1      ar2     ar3  intercept

      0.1428  -0.1071   0.1145     0.0017

s.e.   0.0534   0.0536   0.0533     0.0041

sigma^2 estimated as 0.004219:  log likelihood = 456.31,  aic = -902.62
Comparing with AR(1), we can also see that the testing statistics have not improved much after introducing two more variables.

One thing to notice is that the sum of the coefficients for each of the models above is less than 1, and |φp|<1 for p = 1, 2, 3 in each of the above models. These two criterions must be met to conclude that the distribution is stationary, which is the same as my previous assumption.

However since the testing statistics will not improve after introducing more variables, therefore based on the criteria that “good models are simple models”, I’d recommend using AR(1) to model the log difference of silver price.
To sum up, an AR(1) model seems to fit the log difference of silver price well enough. Therefore a recommended model is: Y(t) = 0.0017 + 0.1212*Y(t-1) where Y(t) is the difference between the natural log of the silver price at t and the natural log of the silver price at t-1.

In the subsequent section of the project, various tests will be performed to test the validity of this model.

Goodness of the Fit of the TS Model

First I plot the Actual silver price vs. estimated forecasts silver price that is to be produced by the AR(1) TS model over the years.
Actual silver prices and estimated forecast silver price is plotted below to check on the accuracy of the model. 
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Roughly the actual and estimated prices are in line, however as silver price is influenced by lots of factors, say political environment, economic situation, social development, etc. This time series model, which relates the price only with the time in history, should be limited. I definitely believe that a much better model could be fitted using other regressors, say global economy strength, but since I am doing a project on time series and the only available information is the historical price of silver, I have to say that this model fits the data roughly well.

Residuals of the time series model, AR(1), are plotted, as well as the ACF and PACF of the residuals as below – it indicates that the residuals of the fitted AR(1) model have small autocorrelations and partial correlation, which is consistent with a realization of white noise and supports the use of the model.
[image: image10.png]ACF

residuals(fit)

0 50 100 150 200 250 300 350
° al 5 7 ‘ ‘ \M
0 R 1
< T T T T T < T T T T T

5 10 15 20 25 5 10 15 20 25




Besides, I performed One-sample Kolmogorov-Smirnov test on the residuals, to test the normality of the resiuals.

D = 0.086, p-value = 0.01185

With confidence level of 95%, with a p-value of 0.01185, we can reject the null hypothesis and conclude that the residuals do not follow specific distribution and conclude that it is normally scattered..

In order to test the residuals (or some other dataset) for autocorrelation, we can use the Box-Pierce test. The Box-Pierce Q statistic follows the chi-squared distribution with K degrees of freedom (“df”). 
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The test result shows: X-squared = 0.0419, df = 1, p-value = 0.8379
With confidence level of 95%, we cannot reject the null hypothesis the autocorrelation of the disturbances is 0. 
To sum up, all the tests above shows that the AR(1) TS model is a good fit for the silver price data.
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