Commercial Consumption of Electricity
Introduction
In these years, the commercial consumption of electricity has a huge increase. According the historical data, we use the Autoregressive Integration Moving Average Model (ARIMA model) to simulate the trend, and we want to find out the trend of electrical consumption.
We reserve the historical data of the last year, and use the ARIMA model to project the expected data. We use the methods “Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE).” to compare these two data to make sure this model is reliable.
Data

We use the data from Bureau of Energy, Ministry of Economic Affairs. We take the every month resources from March 1993 to February 2008 which has totally 180 materials. We use the first 168 materials (14 years) to become the data base, and reserve the last 12 materials (last year) for projection analysis. 
[image: image1.png]Time plot of monthly Electricity Consumption— Commercial Sector for 14 years
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Pic.1 Commercial consumption of electricity in Taiwan (1993.3-2007.2) (unit: Thousand kilowatt-hours)

According the materials, we can find it has an increase trend but vary with season. To find out the correlation, we transfer the materials by quartic root.
[image: image2.png]Time plot of quartic roots of Electricity Consumption— Commercial Sector
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Pic.2 Commercial consumption of electricity in Taiwan (1993.3-2007.2) (After quartic root transfer)

Analysis – Methods & Assumptions

We can use ARIMA to find out the correlation.
ARIMA(p,d,q) (P,D,Q)s

Which:
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D: the number of seasonal differences
d: the number of non-seasonal differences
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Here we use the model: ARIMA(0,1,2)(0,1,1)s and we find the p-value of all parameters are below 0.05, therefore we should keep all the parameters.
ARIMA model: 
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The estimates of parameters:
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[image: image21.png]ARIMACD,1,2)(0,1,1)s NOINT

odel Paranster Estinate | Std. Error| T | Frobo[T]
Moving Average, Loz | 0.4785  0.0781  6.0528  <.000
Moving Average, Loz 2 0.23198 00780 2.838  0.0038
Seasonal Moving Average, Lag 12 063495 0.0721  8.8016 .00
Mode! Variance (sizma squared)  0.10127




Here we use the Prediction Error Autocorrelation Plots to examine the residuals; we can find out that the residuals are below double standard deviation. Therefore, it is appropriate to use this model for projection.
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Prediction Error Autocorrelation Plots
Analysis –Projection Results

We use the model ARIMA(0,1,2)(0,1,1)s to project the data from March 2007 to February 2008 (12 data). Then we use these projected data to compare with the last 12 reserved materials. We use the comparison to estimate this model.
	Serial number
	Day
	actual data
	projected data
	U 95%
	L 95%

	169
	Mar-07
	35.88
	35.56
	36.18
	34.93

	170
	Apr-07
	35.76
	35.70
	36.40
	34.99

	171
	May-07
	37.12
	37.28
	38.00
	36.55

	172
	Jun-07
	37.77
	37.77
	38.51
	37.02

	173
	Jul-07
	38.82
	38.90
	39.67
	38.13

	174
	Aug-07
	38.83
	38.78
	39.57
	37.99

	175
	Sep-07
	39.65
	39.82
	40.63
	39.01

	176
	Oct-07
	37.96
	38.59
	39.42
	37.76

	177
	Nov-07
	37.90
	38.23
	39.08
	37.38

	178
	Dec-07
	36.27
	36.66
	37.53
	35.79

	179
	Jan-08
	36.40
	36.61
	37.50
	35.73

	180
	Feb-08
	35.23
	35.44
	36.35
	34.53


U 95% and L 95% mean the upper bound and the lower bound of 95% confidence interval.
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Pic.3 projected data and actual data.

From the above chart, we can find all actual data are between U 95%～L 95%. There are several numbers that are close to the bound number, but acceptable. Hence this ARIMA model is appropriate in making projections. 
Analysis –Results Estimate

We use three methods to estimate the results: Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE). The function of each model is described as below:
1. 
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3. 
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The result of each method is described as below:
	
	MAE
	RMSE
	MAPE

	ARIMA Model
	0.2175
	0.2762
	0.59%


All these methods are useful to test the model. We should test the model with each method to determine its own benchmark. The model should be inspected when the method used presents a greater number than expected.
Conclusions and Recommendations

From 「Pic.3 projected data and actual data.」 we can find that the projected data of serial number 169~180 are all in the interval of 95% confidence interval. Hence the Autoregressive Integration Moving Average Model (ARIMA) is appropriate for projection. 
However, there are still some methods that can estimate the useful of the model. We can determinate a confidence benchmark to decide whether the model is acceptable or not.
Further, we can find the commercial consumption of electricity has an increase trend year by year and it has the highest consumption in summer.
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