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Prudential Annuity

VEE - Time Series

Wine Index
Introduction

The Liv-ex Fine Wine 100 Index is the wine industry’s leading benchmark. It represents the price movement of 100 of the most sought-after fine wines for which there is a strong secondary market and is calculated monthly. The majority of the index consists of Bordeaux wines. The index is calculated using Liv-ex Mid Prices and is then weighted to account for original production levels and increasing scarcity as the wine ages. As such, the index is designed to give each wine a weighting that corresponds with its impact on the overall market. 

The goal for this project is to model the Liv-ex Fine Wine 100 Index.  Initial data as well as the first differenced and the log first differences were studied. Several time series models using ARIMA techniques, including AR(1), AR(2), AR(3), and MA(1) were analyzed using excel regression add-in.
Data

Data used in this project was downloaded from http://www.liv-ex.com/pages/static_page.jsp?pageId=100
Analysis
Fig.1 shows the index changes with from 2001-2011.
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Fig.1 Wine Index


Fig.2 shows the autocorrelation of wine index, indicating the series is not stationary since the lag does not reach zero until around Apr-05 and then fluctuates below zero before moving back up towards zero.  Because of this, the first differences and log first differences are tested as below
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Fig.2 Wine Index Autocorrelation


Fig.3-6 show the 1st difference of Wine Index and Log Wine Index as well as their autocorrelation plots
[image: image3.wmf]-

50.00

-

40.00

-

30.00

-

20.00

-

10.00

0.00

10.00

20.00

30.00

Fig.3 Wine Index 1st Difference
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Fig.4 Wine Index 1st Difference Autocorrelation
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Fig.5 1st Difference of Log Wine Index
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Wine Index 1st Log Difference Autocorrelation


Both the first difference and the first log difference do seem to be stationary, as shown in their correlograms going quickly to zero and then oscillating in decreasing amount.  It seems that the first difference has less fluctuation than the first log difference.  The first difference was picked up and assumed as a stationary process.
Model Parameterization
An autoregressive model (AR(p), p = 1,2, and 3) will be used for wine index first difference. Since we are looking at the first difference this is equivalent to ARIMA(p,1,0) models.
· AR(1):

Yt = 0.597 + 0.628 Yt-1 + εt
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Regression Statistics

Multiple R

0.595

          

 

R Square

0.354

          

 

Adjusted R Square

0.348

          

 

Standard Error

5.530

          

 

Observations

119

ANOVA

df

SS

MS

F

Significance F

Regression

1

1,958.105

    

 

1,958.105

    

 

64.035

        

 

0.000

          

 

Residual

117

3,577.726

    

 

30.579

        

 

Total

118

5,535.831

    

 

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

0.597

          

 

0.533

          

 

1.119

          

 

0.265

          

 

(0.459)

         

 

1.652

          

 

(0.459)

         

 

1.652

          

 

Index Diff (t-1)

0.628

          

 

0.078

          

 

8.002

          

 

0.000

          

 

0.472

          

 

0.783

          

 

0.472

          

 

0.783

          

 


· AR(2):

Yt = 0.590 + 0.624Yt-1 + 0.006Yt-2 + εt
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Regression Statistics

Multiple R

0.595

                        

 

R Square

0.354

                        

 

Adjusted R Square

0.343

                        

 

Standard Error

5.554

                        

 

Observations

119

ANOVA

df

SS

MS

F

Significance F

Regression

2

1,958.222

      

 

979.111

                

 

31.747

 

0.000

                         

 

Residual

116

3,577.609

      

 

30.841

                  

 

Total

118

5,535.831

      

 

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

0.590

                        

 

0.546

            

 

1.082

                    

 

0.282

  

 

(0.490)

                        

 

1.671

          

 

(0.490)

         

 

1.671

          

 

Index Diff (t-1)

0.624

                        

 

0.095

            

 

6.544

                    

 

0.000

  

 

0.435

                         

 

0.814

          

 

0.435

          

 

0.814

          

 

Index Diff (t-2)

0.006

                        

 

0.098

            

 

0.062

                    

 

0.951

  

 

(0.188)

                        

 

0.200

          

 

(0.188)

         

 

0.200

          

 


· AR(3):

Yt = 0.703 + 0.626Yt-1 + 0.065Yt-2 - 0.108Yt-3 + εt
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Regression Statistics

Multiple R

0.600

                        

 

R Square

0.360

                        

 

Adjusted R Square

0.344

                        

 

Standard Error

5.548

                        

 

Observations

119

ANOVA

df

SS

MS

F

Significance F

Regression

3

1,995.564

      

 

665.188

 

 

21.608

   

 

0.000

                         

 

Residual

115

3,540.267

      

 

30.785

   

 

Total

118

5,535.831

      

 

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

0.703

                        

 

0.555

            

 

1.267

     

 

0.208

     

 

(0.396)

                        

 

1.801

          

 

(0.396)

         

 

1.801

          

 

Index Diff (t-1)

0.626

                        

 

0.095

            

 

6.561

     

 

0.000

     

 

0.437

                         

 

0.815

          

 

0.437

          

 

0.815

          

 

Index Diff (t-2)

0.065

                        

 

0.112

            

 

0.582

     

 

0.561

     

 

(0.156)

                        

 

0.286

          

 

(0.156)

         

 

0.286

          

 

Index Diff (t-3)

(0.108)

                       

 

0.098

            

 

(1.101)

    

 

0.273

     

 

(0.302)

                        

 

0.086

          

 

(0.302)

         

 

0.086

          

 


The outputs of regression add-in above show that the sum of coefficients for each is less than 1, suggesting the models are stationary.  The table below shows the Durbin-Watson statistic. All DWS is around 2 for each, suggesting no serial correlation.  
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AR(1)

1.9566

   

 

AR(2)

1.9486

   

 

AR(3)

1.9651

   

 


Model Selection

The AR(3) is better than AR(1) and AR(2) as it has a better R-Squared value. AR(3) is selected as the model to project wine index.
