VEE Time Series Student Project
ARIMA modeling of rate paid by fixed-rate payer on an interest rate swap with maturity of ten year.

xxxxxx xxxxxxx
Spring 2011 Semester

Introduction


This study modeled weekly rate paid by fixed-rate payer on an interest rate swap with maturity of ten year from 07/07/2000 to 28/10/2011 using ARIMA techniques.  The models considered were ARIMA(1,1,0) and ARIMA(0,1,1).  Various methods were used to determine which model provided the best fit.  
Data 

The chart (data.xls, sheet: OrgData) below shows the weekly rate paid by fixed-rate payer on an interest rate swap with maturity of ten year (source: http://www.federalreserve.gov/releases/h15/data.htm#top , Weekly (Friday))
[image: image1.emf]Orginal Data
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Finding a Stationary Series

To determine if the rates formed a stationary process were calculated the sample autocorrelation function.  The autocorrelation declines to zero very slowly as the number of lags becomes large suggesting that the series is non-stationary.

	Autocorrelations

	Lag
	Covariance
	Correlation
	-1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1
	Std Error

	0
	1.101631
	1.00000
	| |********************|
	0

	1
	1.084883
	0.98480
	| . |********************|
	0.041135

	2
	1.064686
	0.96646
	| . |******************* |
	0.070527

	3
	1.043169
	0.94693
	| . |******************* |
	0.090194

	4
	1.020210
	0.92609
	| . |******************* |
	0.105685

	5
	0.997008
	0.90503
	| . |****************** |
	0.118624

	6
	0.974149
	0.88428
	| . |****************** |
	0.129783

	7
	0.951997
	0.86417
	| . |***************** |
	0.139606

	8
	0.930794
	0.84492
	| . |***************** |
	0.148381

	9
	0.910060
	0.82610
	| . |***************** |
	0.156310

	10
	0.889793
	0.80770
	| . |**************** |
	0.163531


To find a stationary series, we take first differences of the rates.  The resulting series is shown below. 
[image: image2.emf]First Difference
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Were calculated the sample autocorrelation function for the series and partial autocorrelations.  The autocorrelations and partial autocorrelations declines to zero after first lag, supporting the assertion that the series is stationary.

	Autocorrelations

	Lag
	Covariance
	Correlation
	-1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1
	Std Error

	0
	0.014023
	1.00000
	| |********************|
	0

	1
	0.0031448
	0.22426
	| . |**** |
	0.041169

	2
	0.00078231
	0.05579
	| . |*. |
	0.043190

	3
	0.00090079
	0.06424
	| . |*. |
	0.043312

	4
	0.00034241
	0.02442
	| . | . |
	0.043473

	5
	-0.0001184
	-.00844
	| . | . |
	0.043497


	Partial Autocorrelations

	Lag
	Correlation
	-1 9 8 7 6 5 4 3 2 1 0 1 2 3 4 5 6 7 8 9 1

	1
	0.22426
	| . |**** |

	2
	0.00579
	| . | . |

	3
	0.05318
	| . |*. |

	4
	-0.00155
	| . | . |

	5
	-0.01703
	| . | . |


 It was therefore concluded that rates formed a first order homogeneous process.  
From “Autocorrelation Check for White Noise“ we can conclude autocorrelations are not white noise.
	Autocorrelation Check for White Noise

	To Lag
	Chi-Square
	DF
	Pr > ChiSq
	Autocorrelations

	6
	34.85
	6
	<.0001
	0.224
	0.056
	0.064
	0.024
	-0.008
	-0.024

	12
	41.16
	12
	<.0001
	-0.057
	0.005
	-0.034
	-0.073
	-0.022
	-0.018


Model Selection
To select a model were calculated “Squared Canonical Correlation Estimates Chi-Square[1] Probability Values“ and “Extended Sample Autocorrelation Function Probability Values”
	SCAN Chi-Square[1] Probability Values

	Lags
	MA 0
	MA 1
	MA 2
	MA 3
	MA 4
	MA 5

	AR 0
	<.0001
	0.1960
	0.1367
	0.5736
	0.8458
	0.5882

	AR 1
	0.8860
	0.1970
	0.4714
	0.6600
	0.5845
	0.9671

	AR 2
	0.1954
	0.3009
	0.5019
	0.9086
	0.8391
	0.5279

	AR 3
	0.9663
	0.6807
	0.6306
	0.7504
	0.6517
	0.6507


	ESACF Probability Values

	Lags
	MA 0
	MA 1
	MA 2
	MA 3
	MA 4
	MA 5

	AR 0
	<.0001
	0.1965
	0.1381
	0.5743
	0.8461
	0.5890

	AR 1
	0.5230
	0.0170
	0.2900
	0.4663
	0.8183
	0.9887

	AR 2
	0.0086
	<.0001
	0.0722
	0.8498
	0.8185
	0.9849

	AR 3
	0.4313
	<.0001
	0.0304
	0.7480
	0.9294
	0.8312


	ARMA(p+d,q) Tentative
Order Selection
Tests

	SCAN
	ESACF

	p+d
	q
	p+d
	q

	1
	0
	0
	1

	0
	1
	2
	2

	
	
	4
	3


As shown ESACF and SCAN suggest ARIMA(1,1,0), ARIMA(0, 1,1), ARIMA(2, 1,2), ARIMA(4, 1,3).
The best choice is ARIMA(0, 1,1) due to both test indicated it and correlogram has 1 significant autocorrelation that also indicate MA(1).

Estimation the ARIMA(0,1,1) model
· By conditional least squares estimation:

MU is not significantly different from 0 

Theta of MA1=-0.21868 is different from 0

	Conditional Least Squares Estimation

	Parameter
	Estimate
	Standard Error
	t Value
	Approx
Pr > |t|
	Lag

	MU
	-0.0080798
	0.0058035
	-1.39
	0.1644
	0

	MA1,1
	-0.21868
	0.04026
	-5.43
	<.0001
	1


· Two parameter estimates are very low correlated, I’m not consider dropping one of them from the model
	Correlations of Parameter
Estimates

	Parameter
	MU
	MA1,1

	MU
	1.000
	-0.001

	MA1,1
	-0.001
	1.000


· The “Autocorrelation Check of Residuals” shows the residuals are white noise.
	Autocorrelation Check of Residuals

	To Lag
	Chi-Square
	DF
	Pr > ChiSq
	Autocorrelations

	6
	3.04
	5
	0.6935
	0.007
	0.044
	0.052
	0.016
	-0.010
	-0.009

	12
	8.55
	11
	0.6633
	-0.059
	0.022
	-0.024
	-0.067
	-0.006
	-0.007

	18
	15.91
	17
	0.5305
	-0.047
	0.023
	0.072
	0.019
	0.033
	-0.052


Forecasting the ARIMA(0,1,1) model
· As a final method of analyzing the goodness-of-fit of the ARIMA(0,1,1) models considered above, an ex-post forecast was performed and graphically compared with the actual data for period 19/11/2011 to 28/10/2011. The graph show good fit of forecast to actual data. (See Data.xls Sheet: FORECAST_MA1)
[image: image3.emf]Forecast VS Actual Data 
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· Forecasting of 50 periods ahead using ARIMA(0,1,1). (See Data.xls Sheet: FORECAST_MA1)
[image: image4.emf]Forecast 50 periods
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Conclusion

The ARIMA(0,1,1)  is well fit to the rate paid by fixed-rate payer on an interest rate swap with maturity of ten year  but prediction for futures values has large confidence interval.
1

