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Introduction
This time series project will analyze the daily water temperate of Lake Erie outside of Buffalo New York and try and fit an ARIMA model to the data.  Due to its shallow depth, Lake Erie is the only lake that can completely freeze over, however it is also the warmest of the great lakes for the same reason.
Data Set Analysis

The data in this analysis comes from the National Oceanic and Atmospheric Administration.  The time period of the data was limited to January 1, 2001 through December 31, 2010 removing leap days.  There were still more data points from earlier years that were excluded.  Below is a plot of the data.
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There is definitely a seasonality component to the data.  In order for it to be analyzed, it must me smoothed to remove outliers and we must remove the seasonalization.  The data will be smoothed on a weekly basis over the ten years.  This means that the temperatures will be averaged for each date over the ten years and then each point will be the center of seven days with the first date being January 4th and the last December 28th.  Below is a graphical representation of the smoothed data.
[image: image2.emf]Smoothed Lake Temperature
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This smoothed data will be useful in finding the seasonalization factor used to adjust the 2010 for analysis.  The seasonalization factor will be calculated for each day based upon the average temperature of 50.9578.  An example of the seasonalization factor for January 4th is the smoothed point 35.5571 / 50.9578 = .6978.  The deseasonalized point is the actual temperature in 2010 of 33 degrees / .6978. =  47.2931.  This happens for each point in 2010.  Below is a graph comparing the actual and deseasonalized data for 2010.
[image: image3.emf]Actual vs Deseasonalized Temperatures for CY 2010
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It is clear from the graph that the deseasonalized data is flatter than the actual data with the greatest fluctuation occurring in the spring when the lake thaws.  It appears that as time passes, the temperature remains relatively constant ant the time series is stationary.  If it is stationary, the autocorrelation function will approach zero as the time step increases.
[image: image4.emf]Autocorrelation of Temperature
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Notice that the autocorrelation drops off below 0 and then appears to hover close to 0 as time increases.  This proves that the data had a seasonal element included that had to be removed for analysis.  The autocorrelation factor reaches its maximum as the time step approaches 1, so the model will be tested using AR(1), AR(2), and AR(3) as potential representations of the lake temperature.
Analysis
Model specification

Since the autocorrelation values appear to approach 0, an autoregressive model is more likely used instead of a moving average model.  With AR(1), AR(2) and AR(3) having the highest correlation factors .951, .903, and .865 will be tested as the sample model.  The table below shows the results to the fitting these models.
	
	
	
	
	T Statistic
	

	 
	R Square
	F Statistic
	Tt-1
	Tt-2
	Tt-3

	AR(1): A + BTt-1
	0.915373
	3850.712
	62.054
	N/A
	N/A

	AR(2): A + BTt-1 + CTt-2
	0.916081
	1932.183
	18.502
	-0.504
	N/A

	AR(3): A + BTt-1 + CTt-2 + DTt-3
	0.917764
	1309.457
	18.859
	-2.215
	2.398


As evident from the data, the F Statistic is the largest in the AR(1) model.  The T statistic is largest in the first model as well and the overall high T statistic shows that Tt-1 is a good indicator of Tt.  Although the R Square increases as more variables are added, it is not in a significant way to accept the AR(2) or AR(3) models over the AR(1) model.  Below is the Regression analysis for the accepted AR(1) model A + BTt-1.  
	Regression Statistics
	
	
	

	Multiple R
	0.956751
	
	
	

	R Square
	0.915373
	
	
	

	Adjusted R Square
	0.915136
	
	
	

	Standard Error
	0.725126
	
	
	

	Observations
	358
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	1
	2024.733
	2024.733
	3850.712

	Residual
	356
	187.1875
	0.525808
	

	Total
	357
	2211.921
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	2.343182
	0.793776
	2.951944
	0.003367

	X Variable 1
	0.954611
	0.015384
	62.0541
	5.5E-193


Diagnostic Testing
Using AR(1) is the accepted model, the Durbin Watson test is needed to prove it is well-specified. The null hypothesis is that there is no serial correlation.  The calculated Durbin-Watson statistic is 1.94, which is very close to 2, so the null hypothesis is accepted and therefore, one can assume that there is no serial correlation between the terms. 
Next, in order to test the residuals more, the Box-Pierce Q statistic was calculated.  The Q stat was calculated for the 358 observations and the autocorrelation function for the first 150 lags of the residuals.  The Q stat of 1,053.336 is compared with the 90% chi-squared critical value for 150 degrees of freedom, which is 128.275. The Q stat is not greater than this critical value, so it is not accepted that all the autocorrelations of the residuals are 0 with a 90% confidence level. This test also indicates that the error terms could be a white noise process. 
Next, a Bartlett test was performed to see if the sample autocorrelation coefficients of the residuals have an approximate normal distribution with mean zero and standard deviation 1/(N.  For this project, N = 358 which is the number of observations. The standard deviation is .0529. Several of the autocorrelations were outside of +/- (2*.0529) = +/- .1058, so it may not be acceptable to assume that the error terms are approximately normally distributed.  

Conclusions
Using the regression analysis of the AR(1) the best representation of the Lake Erie water temperature can be represented by Tt = 2.343 + .955 * Tt-1 where T is a deseasonalized temperature.  The Durbin Watson statistic and the Box-Pierce Q statistic tested the residuals to see if they follow a white-noise process.  These tests appear to support a white-noise process, but the Bartlett test had several outliers.  
The water temperature is very slow to change due to the chemical properties of water and the vastness of the body of water which removes large jumps in data that could be seen in the surrounding air temperature.  With respect to the data, improving the measurement of the data beyond rounding to the nearest whole number would lead to a more accurate analysis.  This model breaks down when the water freezes at 32 and can remain constant for months at a time.  To account for the physical change of the ice melting might be accounted for with an additional factor of a percentage of ice coverage of the lake, so there is room for improvement on the model represented above.
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