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TIME SERIES STUDENT PROJECT

SPRING 2011

This paper will determine if the monthly new business life insurance sales (in millions) of a local insurance company from January 2007 to May 2011 will be enough to predict its future sales. The data can be found in the worksheet named “data – anp in millions” of the attached Excel spreadsheet.
The monthly new business life insurance sales data were graphed (Fig. 1) to see if an evident pattern exists.
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Figure 1

We can see that the graph does not seem to indicate strong seasonality and is relatively stable except for a few outliers. These outliers can be attributed to a fire sale which occurred in June 2007 before the product line-up was pulled out and replaced with a repriced line-up. From July 2010 onwards, the number of agents almost doubled, making the sales figures incomparable to the three-year period between July 2007 to June 2010.

We next look at the autocorrelation plot (Fig. 2).
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Figure 2

We can see that there are no evident peaks which would indicate seasonality; instead, the graph tails off. This behavior indicates the possibility of an AR or an ARMA model’s suitability for this time series.

To limit the type of model indicated by the autocorrelation function above, we look at the partial autocorrelation function (Fig. 3).
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Figure 3

The partial autocorrelation plot abruptly goes to almost 0 after lag 3 instead of tailing off. This gives us reason to think that an AR(p) model might best fit this particular time series with p = 3 although an AR(1) or an AR(2) model might also be suitable.
Using Excel’s Regression add-in, I tested three autoregressive models with p = 1, 2, 3. The results were:

AR(1) = 28.2447 + 0.8204Yt-1
AR(2) = 26.3731 + 0.7554Yt-1 + 0.0830Yt-2

AR(3) = 20.9632 + 0.7382Yt-1 – 0.0639Yt-2 + 0.2145Yt-3

To confirm that the three autoregressive models tested were stationary, we take the sum of the coefficients:


Model

Sum of Coefficients


AR(1)

0.820378


AR(2)

0.838368


AR(3)

0.888813

Since the sum of the coefficients of each autoregressive model tested was less than one, we now know that the three models are stationary.

We can see that the residual plots of the three autoregressive models tested are similar:
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Figure 4

[image: image5.emf]AR(2) Residual Plot
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Figure 5

[image: image6.emf]AR(3) Residual Plot
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Figure 6
Other statistics with regard to the three tested autoregressive models are as follows:

	Statistic
	AR(1)
	AR(2)
	AR(3)

	R-square
	0.648824669
	0.646597932
	0.658077316

	P-value of Yt-1
	5.99663 E-13
	3.41992 E-06
	5.98144 E-06

	P-value of Yt-2
	
	0.580902463
	0.726372345

	P-value of Yt-3
	
	
	0.161199269


Comparing the three autoregressive models, we see that the r-square values are all ~ 65%, indicating that approximately 65% of the variability of the time series can be explained by the particular AR models. The p-values of the Yt-2 and Yt-3 variables are also significantly higher than that of a 95% degree of confidence level.
Finally, we compare the fitted values of the three tested autoregressive models with the actual sales figures (Fig. 7):
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Figure 7

It can be seen that the values predicted by the three autoregressive models are close to each other so the simpler AR(1) model is sufficient to predict future sales.

Looking at the correlograms (Figures 2 and 3) and Figure 7, we can see that the AR(1) and AR(2) models are better predictors of future sales than the AR(3) model. Taking into account the regression parameters, we recommend using the AR(1) model of the equation
Yt = 0.8204Yt-1 + 28.2447
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