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Introduction

This project uses Time Series analysis to create an ARIMA model in order to forecast BBB Spreads.  The analysis uses data from 4/30/1991 to 9/30/2011.  Ultimately, I would like to examine how predictive the past is for Corporate BBB 10 Year Spreads.  In recent years the market has gone through an unprecedented amount of volatility.  This volatility started during the 2008 financial crisis, which led to Corporate Spreads widening significantly.  Specifically for Corporate BBB 10 Year bonds, the spread was at its maximum towards the end of 2008 and beginning of 2009.

The data was generated from Bloomberg, using the Aggregate BBB 10 Year Corporate Index.  Spreads are calculated by taking the yield vector and subtracting treasury yields.  The data analysis is performed using Matlab and Microsoft Excel.
Analysis
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Figure 1 - Corporate 10 Year BBB Spreads
In Figure 1 we have plotted the Corporate 10 Year BBB Spreads from 4/30/1991 to 9/30/2011 on a monthly basis.  As we can clearly see, there are moments of high volatility in the model.  In order to use an ARIMA model to project BBB spreads into the future using this data to calibrate the model, we will first need to make sure that we have a stationary time series.

In order to test for stationarity we chart the autocorrelation functions over lags from 0 months to 246 months.  The autocorrelation function is simply given by the following formula,
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 This gives us the correlogram for the time series, which is presented in Figure 2 below.
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Figure 2 - Autocorrelation of Corporate 10 Year BBB Spreads
We see that there seems to be seasonality to the autocorrelation.  The time series drops very slowly to zero; it then fluctuates around zero over long periods of time.  We have also drawn the 95% confidence intervals computed using the following formula,
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These limits are based on the approximate large sample standard error that applies to a white noise process; namely[image: image6.png]


.  Approximately 53% of the correlations fall out of the confidence interval, resulting in our lack of confidence for accepting this time series as a stationary set.
In order to make the data stationary we will apply differencing,
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When we test for stationarity once again we find that the result is far more promising.  The resulting correlogram is presented in Figure 3.  As we can see in Figure 3, the autocorrelations drop to zero very quickly and then oscillate around zero with very little amplitude and no indication of seasonality.  Further, we also find that only 2% of the correlations fall outside the 95% confidence interval, which results in us being able to accept this time series as a stationary set.
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Figure 3 - Correlogram of First Difference on 10 Corp. BBB Spreads

Now that we have achieved stationarity, we can proceed with the model fit.  We will try to fit to the following models:

[image: image9.png]ARIMA(L1,0): W, = @, W1 + 6 + &,




[image: image10.png]ARIMA(2,1,0): W, = ;W1 + @2 W, 2 + 6 + &,




[image: image11.png]ARIMA(3,1,0): W, = @, We_y + @2 W2 + @3 W, 3 + 6 + &,




The regression output is presented in the Appendix.  The full parameterizations are as follows:

[image: image12.png]ARIMA(1,1,0): W, = 0.2673 W;_; + 0.2744 + &,




[image: image13.png]ARIMA(2,1,0): W, = 0.0999 W;_; + 0.2431 W,_, + 0.3778 + ¢,




[image: image14.png]ARIMA(3,1,0): W, = —0.0061 W,_, + 0.1013 W;_; + 0.2435 W,_3 + 0.3798 + ¢,




In Figure 4 we have graphed the 3 ARIMA models against the actual data.  As we can see the volatility in the projections of the first difference, Wt is very close to that of that of the actual data.  We also find that every model is a poor predictor of the 2008 spread widening.  This supports the conclusion that the 2008 spread widening was a “black swan” event.    
Turning our attention to the projection of the actual data from the first month of the time series, we see that the models have very similar behavior.  This is presented in Figure 5.  ARIMA(2,1,0) actually tries to do a better job of matching the volatility exhibited by the 2008 spread widening.  ARIMA(2,1,0) also has a better adjusted R squared value than ARIMA(3,1,0), as we can see by looking at the regression analysis tables in the Appendix.  We did try to remove the late 2008 to early 2009 data in order to test how well the models would work under those conditions but there was little change.
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Figure 4 - Projection of Diff Spreads, Wt
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Figure 5 - ARIMA model projection of 10 Year Corp. BBB Spreads
Conclusion
Of the three methods studied the ARIMA(2,1,0) model provided the best fit to the Corporate 10 Year BBB Spreads.  Looking at the projections it is clear that the ARIMA(1,1,0) model does not provide a good prediction of the time series.  ARIMA(2,1,0) has a better adjusted R squared value than ARIMA(3,1,0), but the projections are very similar.
Appendix
ARIMA(1,1,0):

[image: image17.emf]SUMMARY OUTPUT

Regression Statistics

Multiple R 0.261506646

R Square 0.068385726

Adjusted R Square 0.06453608

Standard Error 14.52288765

Observations 244

ANOVA

df SS MS F Significance F

Regression 1 3746.714907 3746.714907 17.76416069 3.53274E-05

Residual 242 51041.25229 210.9142657

Total 243 54787.9672

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

delta 0.274381972 0.929754766 0.295112197 0.768161199 -1.557063038 2.105826982 -1.557063038 2.105826982

W(t-1) 0.267347057 0.06343122 4.214755116 3.53274E-05 0.142399281 0.392294834 0.142399281 0.392294834


ARIMA(2,1,0):

[image: image18.emf]SUMMARY OUTPUT

Regression Statistics

Multiple R 0.279389364

R Square 0.078058417

Adjusted R Square 0.07037557

Standard Error 14.42864672

Observations 243

ANOVA

df SS MS F Significance F

Regression 2 4230.374115 2115.187057 10.16009059 5.81311E-05

Residual 240 49964.60308 208.1858462

Total 242 54194.9772

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

delta 0.377750379 0.925623057 0.4081039 0.683561242 -1.445632291 2.201133049 -1.445632291 2.201133049

W(t-1) 0.099883581 0.065442279 1.526285173 0.1282556 -0.029031011 0.228798172 -0.029031011 0.228798172

W(t-2) 0.243109417 0.064982095 3.741175447 0.000229182 0.115101343 0.371117492 0.115101343 0.371117492


ARIMA(3,1,0):

[image: image19.emf]SUMMARY OUTPUT

Regression Statistics

Multiple R 0.278202025

R Square 0.077396366

Adjusted R Square 0.065766909

Standard Error 14.48884239

Observations 242

ANOVA

df SS MS F Significance F

Regression 3 4191.309627 1397.103209 6.655200041 0.000247126

Residual 238 49962.5198 209.9265538

Total 241 54153.82943

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

delta 0.379845708 0.931476892 0.407788654 0.683795427 -1.455146564 2.214837981 -1.455146564 2.214837981

W(t-1) -0.00609246 0.066097578 -0.09217369 0.926637582 -0.136303466 0.124118551 -0.136303466 0.124118551

W(t-2) 0.101286739 0.067319516 1.504567246 0.13376126 -0.031331464 0.233904943 -0.031331464 0.233904943

W(t-3) 0.24347535 0.06600412 3.688790211 0.000279238 0.113448454 0.373502246 0.113448454 0.373502246


