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Introduction

My wife and I are expecting out first child soon. Coming from a foreign country, we have found that our American friends/coworkers often have trouble pronouncing our names. So we want to give our first child an English name (well, he will be an American anyway). Aaron stands out because it is neither extremely popular (never ranked higher than the 28th of all boy names from 1880 to 2010 according to the US Social Security Administration) nor too unusual (never ranked lower than the 270th), and all Aarons we know happen to be good-looking. 
A lot of stochastic factors can impact the popularity of a specific name. For example, being used by celebrities may help a name’s popularity, while being used by a notorious serial killer may hurt it. This project looks at percentages of the name Aaron of all boy births from 1880 to 2010 in US.
Data

My data is from http://babynamesworld.parentsconnect.com/popularity_of_Aaron.html. This website provides Popularity Rank, Total Births, and Percentage of Total Births data from the US Social Security Administration for most common names from 1880 to 2010. I think that the percentage of total births data can reflect a name’s true popularity the best, so all my analysis is based on that aspect.
In Figure 1 below, one hundred thirty-one years of yearly data, from 1880-2010, were collected for the male name Aaron.  I examined the time series which includes 131 years of data. There is no missing or erroneous data in any year, so I used them all for my analysis. Figure 1 shows four patterns:

· Relatively flat from 1880 to 1961, with no clear pattern

· Increasing starting from 1962, with either cycles or random movements, and peaking at year 1981

· Volatile for about twelve years, with no clear pattern

· Decreasing through 2010, with either cycles or random movements
This pattern means that the time series is not stationary.

[image: image1.emf]Figure 1: Percentage of Boys Named Aaron from 1880 to 2010
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Test of Stationarity:

I calculated the autocorrelation of the time series (please see the attached Excel file for detailed calculation) and graphed them in the Figure 2 below. We can see that figure 2 is u-shaped about zero, which indicates that the time series is not stationary. There is no obvious pattern or seasonality related to this time series, so I do not think any seasonal adjustment is necessary.  

[image: image2.emf]Figure 2: Sample Autocorrelation Function
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I took the first differences of the time series, in order to create a stationary time series. The formula I used to calculate the first differences is:

· First Differences = % of Boys named Aaron of Total Boy Births in Year (N) - % of Boys named Aaron of Total Boy Births in Year (N-1)
The Figure 3 below shows the graph of the autocorrelation function of the first differences of the time series.  The trend of the original time series has been removed, and the transformed time series is a stationary one, because the graph declines to zero more rapidly and then remains close to zero. The transformed time series of first differences is an autoregressive model.
[image: image3.emf]Figure 3: Sample Autocorrelation Function of First Difference
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Process for Data Modeling:

The sample autocorrelation of the transformed first differences time series for the popularity of the name Aaron as a percent of total boy births indicates that there are correlations for about twenty-six years. It also indicates that there is a gradual drop in the popularity of the name Aaron. Therefore, using an autoregressive model is a better fit than using a moving average time series model. It is possible that there may be a moving average component to the time series, but I doubt that it would have a big impact on the model results.  

Model Estimation:

I used the Regression add-in in Excel to fit autoregressive models to the transformed time series of first differences. I fitted the below five models to the transformed time series of first differences of the percentage of boys named Aaron of the total boy births:
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Below is a summary of the model diagnostics for each of the above five models (detailed calculation is in the attached Excel file):
	
	AR(1)
	AR(2)
	AR(3)
	AR(4)
	AR(5)

	Durbin-Watson Statistic
	2.21
	2.09
	1.96
	1.96
	2.01

	Chi-Squared value (10% confidence)
	21.06
	19.81
	18.55
	17.28
	15.99

	Adjusted R Square
	0.1122
	0.1984
	0.2196
	0.2171
	0.2455


The Durbin-Watson statistic is a simple test of serial correlation. A Durbin-Watson statistic greater than 2 indicates negative serial correlation. A Durbin-Watson statistic less than 2 indicates positive serial correlation. A Durbin-Watson statistic of 2 indicates no serial correlation. The above table shows that the Durbin-Watson statistic of all the five models fitted are not significantly different from 2. So none of the five models has significant serial correlation.
The Box-Pierce Q statistic is used to determine whether or not to reject the null hypothesis that the residuals are a white noise process.  Models with Box-Pierce Q statistics lower than their critical Chi-Squared values (at the 10% significance level) indicate that the residuals of these models form a white noise process. The Box-Pierce statistic Q statistics is 15.4. All the five fitted models have a Chi-Squared value higher than 15.4. Therefore, all of the five models can be considered as valid models according to the Box-Pierce Q test.
The AR(5) model is the best of the five models because its Durbin-Watson Statistic is the closet to 2, which indicates no serial correlation, and its Box-Pierce Q statistic is lower than its than its Chi-Squared value. The model is a stationary model. I also looked at the Adjusted R Square statistics for the five models. The above table shows that the Adjusted R Square increases from AR(1) through AR(5), which also indicated AR(5) is the best model to use among the five.
Model Evaluation

In order to confirm the conclusion that AR(5) is the best fitted model of the five, all the fitted models and the actual percentage of boys named Aaron of total boy births over the years 1880 to 2010 are graphed in the following Figure 4. As we can see from the graph, the curve of AR(5) is the closest to the curve of actual values.
[image: image9.emf]Figure 4: Actual v.s. Fitted Values
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Conclusion:

The purpose of this project is to find a simple but appropriate autoregressive model for the percentages of the name Aaron of all boy births from 1880 to 2010 in US. After fitting five time series models and examining their associated statistics, AR(5) is better than the other four models in almost every aspect.
However, we have to keep in mind that popularity of a specific name is a complex matter that is affected by a variety of factors (celebrity effects etc.). As we can see from the Actual vs. Fitted values graph, even the best model of the five in this project, AR(5), is far from being enough to model the actual time series precisely. A more complex and robust model may be needed depending on user requirements.
