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Time Series Project

Spring 2011

My favorite food is chocolate, and for this reason I chose to model the price of cocoa beans.  I obtained monthly cocoa bean prices from http://www.indexmundi.com/commodities/?commodity=cocoa-beans&months=180.  The prices were given in US dollars per metric tonne, so I first converted the data to price per pound using the relation

1 metric tonne = 2,204.623 pounds.

I started with data from November 1999 through October 2011, but reserved the last twenty-four months of data in order to complete an ex-post forecast.  A chart of the data is shown below.
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There is a distinct upward trend in the price, so this does not appear to be a stationary series.  There does not seem to be any indication of seasonality, however I created a chart to compare the average prices of each month.
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This chart confirms that seasonality is not present in the price of cocoa beans.
Although I was reasonably sure that the series was not stationary, I calculated and graphed the sample autocorrelations in order to be certain.
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If this process was stationary, the autocorrelation should quickly drop off and oscillate around zero.  It appears to do that up through lag 77, but the dip between that point and the end of the chart is too large.  This means I must find a transformation for the data that results in a stationary series.
My first attempt is to find the first differences.  The transformation can be stated as Wt = Yt – Yt-1.  I calculated the autocorrelation for this data and the chart is shown below.
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This is certainly an improvement over the first chart of autocorrelations, however I would have preferred to see the points converge on zero more quickly.  Next I examined the sample autocorrelation of the second differences, which may be stated as Zt = Wt – Wt-1 = (Yt – Yt-1) – (Yt-1 – Yt-2).
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Starting at around lag 81, the autocorrelation does move closer and stay closer to zero.  However the first two-thirds of the data points are actually further from zero than they were with the first differences.  I decided to use Bartlett’s test to help determine which transformation to use.  Using a 95% confidence interval, the critical value is +/-0.18 and only 2% of the observations fell outside of the interval for the first differences.  For the second differences, 5% of the observations fell outside of this interval.  This helps to confirm that I do have a stationary series, and I move on with the analysis using the first differences.
Next I need to find a model that fits the data.  I decided to test AR(1), AR(2), and AR(3) to see which works best.  The equations for these models are as follows.


AR(1)  Yt = Φ1 Yt-1 + εt


AR(2)  Yt = Φ1 Yt-1 + Φ2 Yt-2 + εt


AR(3)  Yt = Φ1 Yt-1 + Φ2 Yt-2 + Φ3 Yt-3 + εt
I used the regression add-in in Excel to find the coefficients.


AR(1)  Yt = 0.207009 Yt-1 + 0.008016


AR(2)  Yt = 0.241029 Yt-1 - 0.18088 Yt-2 + 0.00916


AR(3)  Yt = 0.256611 Yt-1 - 0.1987 Yt-2 + 0.083299 Yt-3 + 0.008553

A check of the coefficients of each model confirms that |Φ| < 1 and the sum of the coefficients in each model is also less than 1.  These are both requirements for a stationary series, and therefore we have further confirmation that this series is stationary.
In order to determine which model best fits the data, I looked at the Durbin-Watson statistic and the Box-Pierce Q statistic.

If the model fits the data and the residuals are white noise, then the regression of the series on the series with a one period lag has no serial correlation and the Durbin-Watson statistic equals two.

	Model
	Durbin-Watson statistic

	AR(1)
	1.9045

	AR(2)
	1.9436

	AR(3)
	1.9639


The Durbin-Watson statistic moves closer to two as the order of the model increases.  
Another indication that the model fits the data and the residuals are white noise is the Box-Pierce Q statistic.  I compared this statistic between the three models at the 40th lag.
	Model
	Box-Pierce Q Statistic
	χ2
10%
39 DOF
	χ2
p-value

	AR(1)
	34.2937
	50.6598
	68.4%

	AR(2)
	23.5116
	50.6598
	97.6%

	AR(3)
	21.9470
	50.6598
	98.7%


The Box-Pierce Q statistic is below the critical chi-square value for each model and the p-values are much higher than 10%, so we do not reject the null hypothesis that the residuals are white noise.  Again, the AR(3) model seems to fit the data the best.
Next, I compared the AR(3) fitted values to the actual values to see how well the model works at predicting cocoa bean prices.
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It appears that the model is not capturing the extreme high and low points of the differences, but rather is staying closer to zero.  To see how well the model predicts first differences, I charted the actual values between November 2009 and October 2011 and the model predictions.
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The model does not appear to be doing a great job of predicting the first differences.  Given the improvements I saw moving from AR(1) to AR(3), I believe a model with more parameters would likely give more accurate predictions.
