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Introduction:


This paper aims to determine the relationship of the salaries of professors in a small college with a number of explanatory variables using regression analysis. The data, which are available in Princeton University website (http://data.princeton.edu/wwws509/datasets/#salary), consist of observations for 52 tenure-track professors. The five factors include:

a. Sex

b. Rank

c. Number of years in current rank

d. Highest degree

e. Number of years since highest degree was earned

The independent variable is expressed as salary in dollars per academic year.

Objectives of the Study:

1. To identify factors that significantly affect salaries

2. To find a regression model that best estimates the level of salaries

3. To show, if any, inequality in salaries between sexes 

Data and Software:

For the 52 observations, the variables used are coded as follows:

a. Sex – coded 1 for female, 0 for male

b. Rank – coded 1 for assistant professor, 2 for associate professor, 3 for full professor

c. Number of years in current rank – ranging from 0 to 25 years

d. Highest degree – coded 1 for doctorate, 0 for masters

e. Number of years since highest degree is earned – ranging from 1 to 35 years

f. Academic year salary, Y  - ranging from $15,000 to $38,045

Table 1: 52 observations of the independent and explanatory variables
	Observation
	Sex
	Rank
	Number of yrs in current rank
	Highest degree
	No. of yrs since highest degree is earned
	Academic yr salary

	1
	male
	full
	25
	doctorate
	35
	 36,350.00 

	2
	male
	full
	13
	doctorate
	22
	 35,350.00 

	3
	male
	full
	10
	doctorate
	23
	 28,200.00 

	4
	female
	full
	7
	doctorate
	27
	 26,775.00 

	5
	male
	full
	19
	masters
	30
	 33,696.00 

	6
	male
	full
	16
	doctorate
	21
	 28,516.00 

	7
	female
	full
	0
	masters
	32
	 24,900.00 

	8
	male
	full
	16
	doctorate
	18
	 31,909.00 

	9
	male
	full
	13
	masters
	30
	 31,850.00 

	10
	male
	full
	13
	masters
	31
	 32,850.00 

	11
	male
	full
	12
	doctorate
	22
	 27,025.00 

	12
	male
	associate
	15
	doctorate
	19
	 24,750.00 

	13
	male
	full
	9
	doctorate
	17
	 28,200.00 

	14
	male
	associate
	9
	masters
	27
	 23,712.00 

	15
	male
	full
	9
	doctorate
	24
	 25,748.00 

	16
	male
	full
	7
	doctorate
	15
	 29,342.00 

	17
	male
	full
	13
	doctorate
	20
	 31,114.00 

	18
	male
	associate
	11
	masters
	14
	 24,742.00 

	19
	male
	associate
	10
	masters
	15
	 22,906.00 

	20
	male
	full
	6
	masters
	21
	 24,450.00 

	21
	male
	assistant
	16
	masters
	23
	 19,175.00 

	22
	male
	associate
	8
	masters
	31
	 20,525.00 

	23
	male
	full
	7
	doctorate
	13
	 27,959.00 

	24
	female
	full
	8
	doctorate
	24
	 38,045.00 

	25
	male
	associate
	9
	doctorate
	12
	 24,832.00 

	26
	male
	full
	5
	doctorate
	18
	 25,400.00 

	27
	male
	associate
	11
	doctorate
	14
	 24,800.00 

	28
	female
	full
	5
	doctorate
	16
	 25,500.00 

	29
	male
	associate
	3
	masters
	7
	 26,182.00 

	30
	male
	associate
	3
	masters
	17
	 23,725.00 

	31
	female
	assistant
	10
	masters
	15
	 21,600.00 

	32
	male
	associate
	11
	masters
	31
	 23,300.00 

	33
	male
	assistant
	9
	masters
	14
	 23,713.00 

	34
	female
	associate
	4
	masters
	33
	 20,690.00 

	35
	female
	associate
	6
	masters
	29
	 22,450.00 

	36
	male
	associate
	1
	doctorate
	9
	 20,850.00 

	37
	female
	assistant
	8
	doctorate
	14
	 18,304.00 

	38
	male
	assistant
	4
	doctorate
	4
	 17,095.00 

	39
	male
	assistant
	4
	doctorate
	5
	 16,700.00 

	40
	male
	assistant
	4
	doctorate
	4
	 17,600.00 

	41
	male
	assistant
	3
	doctorate
	4
	 18,075.00 

	42
	male
	assistant
	3
	masters
	11
	 18,000.00 

	43
	male
	associate
	0
	doctorate
	7
	 20,999.00 

	44
	female
	assistant
	3
	doctorate
	3
	 17,250.00 

	45
	male
	assistant
	2
	doctorate
	3
	 16,500.00 

	46
	male
	assistant
	2
	doctorate
	1
	 16,094.00 

	47
	female
	assistant
	2
	doctorate
	6
	 16,150.00 

	48
	female
	assistant
	2
	doctorate
	2
	 15,350.00 

	49
	male
	assistant
	1
	doctorate
	1
	 16,244.00 

	50
	female
	assistant
	1
	doctorate
	1
	 16,686.00 

	51
	female
	assistant
	1
	doctorate
	1
	 15,000.00 

	52
	female
	assistant
	0
	doctorate
	2
	 20,300.00 


Methodology:

To check possible skewness of the data, we take the maximum and minimum value as well as the median.

	Max
	 38,045.00 

	Min
	 15,000.00 

	Median
	 23,719.00 


The ratio of the above numbers is >1.00 when the data is skewed to the right and between 0 to 1 when skewed to the left. The result is 1.64, suggesting an upward skewness. Consequently, we select to use the logarithm of the salaries amounts to be used as the independent variable. The modified ratio becomes 1.03, indicating a normal transformed data. 

	Max
	         4.58 

	Min
	         4.18 

	Median
	         4.38 


Table 2: Correlation Matrix
	Correlation Matrix

	 
	Salary
	Sex
	Rank
	Yrs_Rank
	Highest degree
	Yrs_degree

	Salary
	       1.00 
	 
	 
	 
	 
	 

	Sex
	      (0.25)
	       1.00 
	 
	 
	 
	 

	Rank
	       0.87 
	      (0.23)
	       1.00 
	 
	 
	 

	Yrs_Rank
	       0.70 
	      (0.38)
	       0.51 
	       1.00 
	 
	 

	Highest degree
	      (0.07)
	       0.08 
	      (0.01)
	      (0.14)
	               1.00 
	 

	Yrs_degree
	       0.67 
	      (0.09)
	       0.70 
	       0.64 
	              (0.48)
	         1.00 


A correlation matrix between each of the variables is generated to identify possible collinearities. Table 2 shows that the number of years since highest degree is earned is highly correlated to three of the five other explanatory variables. It can be anticipated that this variable may not be part in the selected model for the data.  Moreover, the number of years in current rank is also moderately correlated to the professor’s rank. 

To proceed to the model specification, we apply the backward stepwise regression method where we start with the model with all possible variables.
Regression Model 1: 6 Explanatory Variables

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.938182
	
	
	
	
	

	R Square
	0.880186
	
	
	
	
	

	Adjusted R Square
	0.867163
	
	
	
	
	

	Standard Error
	0.039204
	
	
	
	
	

	Observations
	52
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	5
	0.519391
	0.103878
	67.58586
	4.78E-20
	

	Residual
	46
	0.070701
	0.001537
	
	
	

	Total
	51
	0.590092
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	4.14392
	0.017846
	232.2015
	       0.00 
	4.107997
	4.179843

	Sex
	0.015243
	0.014619
	1.042662
	       0.30 
	-0.01418
	0.044669

	Rank
	0.104653
	0.010961
	9.547833
	       0.00 
	0.08259
	0.126716

	Number of yrs in current rank
	0.007838
	0.001514
	5.176802
	       0.00 
	0.00479
	0.010886

	Highest degree
	-0.03343
	0.01639
	-2.03978
	       0.05 
	-0.06642
	-0.00044

	No. of yrs since highest degree is earned
	-0.00215
	0.001248
	-1.72273
	       0.09 
	-0.00466
	0.000362


With 95% confidence interval, the results reveal p-values of explanatory variables greater than 5%. On the other hand, variables ‘Rank’ and ‘Number of years in current rank’ have p-values <0.0001, which imply that the variables are significant, hence should be retained. To improve the model, we eliminate the explanatory variable with the highest p-value, that is ‘Sex’.

Regression Model 2 will show the revised model without ‘Sex’.

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.936672
	
	
	
	
	

	R Square
	0.877355
	
	
	
	
	

	Adjusted R Square
	0.866917
	
	
	
	
	

	Standard Error
	0.039241
	
	
	
	
	

	Observations
	52
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.51772
	0.12943
	84.05469
	8.28E-21
	

	Residual
	47
	0.072372
	0.00154
	
	
	

	Total
	51
	0.590092
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	4.149155
	0.017141
	242.0553
	       0.00 
	4.114671
	4.183639

	Rank
	0.100775
	0.01032
	9.764945
	       0.00 
	0.080013
	0.121536

	Number of yrs in current rank
	0.007096
	0.001338
	5.305121
	       0.00 
	0.004405
	0.009787

	Highest degree
	-0.02804
	0.015569
	-1.80134
	       0.08 
	-0.05937
	0.003276

	No. of yrs since highest degree is earned
	-0.0016
	0.001133
	-1.41444
	       0.16 
	-0.00388
	0.000677


The adjusted R-squared did not change significantly and stays robust at 0.867. The high p-value for ‘No. of yrs since highest degree is earned’, however, suggests that a third model without this variable be tested.
Regression Model 3

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.933881
	
	
	
	
	

	R Square
	0.872134
	
	
	
	
	

	Adjusted R Square
	0.864142
	
	
	
	
	

	Standard Error
	0.039648
	
	
	
	
	

	Observations
	52
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	3
	0.51464
	0.171547
	109.131
	1.92E-21
	

	Residual
	48
	0.075453
	0.001572
	
	
	

	Total
	51
	0.590092
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	4.141198
	0.01636
	253.1315
	       0.00 
	4.108304
	4.174092

	Rank
	0.090622
	0.007492
	12.09597
	       0.00 
	0.075558
	0.105685

	Number of yrs in current rank
	0.006187
	0.001185
	5.220273
	       0.00 
	0.003804
	0.00857

	Highest degree
	-0.01333
	0.011705
	-1.13911
	       0.26 
	-0.03687
	0.010201


While the adjusted R-squared remains strong at 0.864 in the revised model 3, it also shows that the variable ‘highest degree attained’ takes an exceptionally high p-value. It signifies the exclusion of this variable from the improved model, leaving us with only two variables. In modeling the level of professors’ salaries, only the professor’s rank and the number of years in his current rank are significant.

Regression Model 4

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.932029
	
	
	
	
	

	R Square
	0.868677
	
	
	
	
	

	Adjusted R Square
	0.863317
	
	
	
	
	

	Standard Error
	0.039768
	
	
	
	
	

	Observations
	52
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	0.5126
	0.2563
	162.0635
	2.51E-22
	

	Residual
	49
	0.077492
	0.001581
	
	
	

	Total
	51
	0.590092
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	4.132075
	0.014309
	288.7829
	       0.00 
	4.10332
	4.160829

	Rank
	0.090039
	0.007497
	12.00987
	       0.00 
	0.074973
	0.105105

	Number of yrs in current rank
	0.0064
	0.001174
	5.452171
	       0.00 
	0.004041
	0.008759


With the new model, all two explanatory variables meet the requirement of p-value < 5%.

The resulting equation is:

Log (Salaries) = 4.13207 + 0.090038 Rank + 0.006400 Number of yrs in current rank

The final adjusted R-sqaured is 0.863317 which reflects that 86% of the variation in salaries is explained by the set of variables selected.

Summary of Findings:

1. Multiple regression of log-salaries against rank and and number of years in current rank showed that these variables were significantly related to salaries.

2. On the other hand, sex, the highest degree a professor attained and the number of years since attainment does not affect the predicted level of salary.
3. Considering 5% level of significance, recommended log-salaries regression model would be:

Log (Salaries) = 4.13207 + 0.090038 Rank + 0.006400 Number of yrs in current rank

4. There is no gender bias against women found in the model when it comes to estimating salaries.

5. The adjusted R-squared is 0.864, which means that 86% of the variation in salaries is explained by the variables in the model.
