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Monthly Milk Prices – Time Series Analysis
Introduction:

I grew up on a dairy farm and was constantly hearing about milk prices.  I never really learned what these prices meant and furthermore, I never really understood how they affected our lives as dairy farmers.  Therefore, for this project I decided to analyze US milk prices.  The data I used in this analysis came from the University of Wisconsin Dairy Marketing and Risk Management Program.  The data consists of monthly milk prices from January 1980 through December 2010.  Each monthly milk price is in $/cwt, which means dollars per 100 pounds.
Time series analysis will be used in order to develop a time-series model that best describes the data and can be used in forecasting future milk prices.  I will use the autocorrelation function of the milk price data, as well as the autocorrelation function of the first and second differences of the milk price data, in order to make assumptions about stationarity and also to make assumptions about what type of model (autoregressive or moving average) best describes the data.  

Raw Data:

I first graphed the raw data in order to see what the milk price time series looks like.
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From the graph, we can see that the maximum milk price of 21.9 $/cwt was seen in November of 2007 and the minimum milk price of 11 $/cwt was seen in all months from March 2003 through June 2003.  The first thing that I noticed when looking at this graph is that it appears to have a general up and down movement with not much of an upward trend in milk prices through time.  In fact, milk prices today are not much different than those of the 80’s.  
It is also notable that in the last 15 years the fluctuations in milk prices are larger than the fluctuations seen in the first 15 years of data.  This implies that the fluid milk price time series is non-stationary.  This graph can be seen in Excel on the “Milk Price Graph - All Years” tab.
Autocorrelations:

To look at the sample autocorrelations, I used three different methods and graphed each.

Method 1:
The first method uses the CORREL function in Excel with a one period lag.  The data can be seen in Excel in column E on the “Milk Prices” tab and the graph can be seen on the “Corrg - Straight Correlation” tab.
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This method shows that the autocorrelation function falls off quickly as k increases, but then has large random fluctuations, especially when k gets large.  This method is biased and will not be used. 
Method 2:
The second method adjusts for the degrees of freedom in order to eliminate much of the bias seen in method one.  The calculation for this method is as follows:

Autocorrelation from CORREL function *(N - k)/N
N is the number of data points, which in this case is 372 and k is the lag for any particular data point.  

The data from this method can be seen in Excel in column H on the “Milk Prices” tab and the graph can be seen on the “Corrg - Adj Degees of Freedom” tab.

[image: image3.png]Sample Autocorrelations

Correlogram of Fluid Grade Milk Prices Time Series
(Adjusted for Degrees of Freedom)

Lag in Months





This method again shows that the autocorrelation falls off quickly as k increases.  It is a lot smoother than method one; however, it still has large fluctuations.  
Method 3:
The third method uses an estimate for the autocorrelation function called the sample autocorrelation function.  The formula for this method is as follows:
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This method uses deviations (milk price data point – average milk price) instead of the actual milk prices.  In the formula above, T is the total data points, which is 372 in this case and k is the lag of the particular data point for which the autocorrelation is being calculated.  

The data from this method can be seen in Excel in column N on the “Milk Prices” tab and the graph can be seen on the “Corrg - Exact Method” tab.
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This method shows the smoothest curve.  It also can be clearly seen that the autocorrelation function drops off rather quickly as the lag k increases, which is indicative of stationarity.  However, it may just appear to be quick because there are so many periods in the graph.  It does actually take 14 lags for the function to reach zero.  Also, if the series is actually stationary, the autocorrelation function would remain at or near zero for all subsequent lags.  Therefore, I do not feel that I have enough information yet to conclude that the times series is indeed stationary, or not.  
In viewing the above correlogram, it is also noteworthy that the autocorrelation function is a geometrically dampened sinusoidal function, which is typical for autoregressive processes of order greater than one.  

I have also included a graph of all three methods together.  This graph can be seen on the “Correlograms Combined” tab in Excel.
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Although all methods give the general shape of the autocorrelation function, this graph shows how each successive method smoothes the function. The one constant in each method is the initial drop-off of the autocorrelation function as k increases.  

First and Second Differences:

In order to make a final conclusion regarding stationarity and to get a better understanding of the time series, I took the first and second differences and graphed their autocorrelation functions. This analysis was done using method 3 described above.  

First Differences:
The first difference was found by subtracting the prior period milk price from the current milk price.  I then calculated the autocorrelation by finding the deviations (first difference – average of all first differences) and using the equation above for the sample autocorrelation function.  The correlogram for the first difference autocorrelations is below.  The data for the first difference autocorrelation can be seen in Excel in column I on the “All - 1st & 2nd Differences” tab and the graph can be seen on the “Correlogram-1st Differences” tab.
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This graph shows that the autocorrelation for the first difference drops off immediately to zero.  This indicates that the time series is probably first order homogeneous non-stationary. 
Second Differences:
I still took the second differences and graphed the autocorrelation function in order to compare results.  The second difference was found by subtracting the prior period milk price first difference from the current period milk price first difference.  I then calculated the autocorrelation by finding the deviations (second difference – average of all second differences) and using the equation above for the sample autocorrelation function.  The correlogram for the second difference autocorrelations is below.  The data for the second difference autocorrelation can be seen in Excel in column O on the “All - 1st & 2nd Differences” tab and the graph can be seen on the “Correlogram-2nd Differences” tab.
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 The autocorrelation function for the second differences does not provide any more information than that of the first differences.  
Therefore, I conclude that this time series is indeed first order homogeneous non-stationary. 

For a first order homogenous non-stationary time series, the first differences correlogram differs for moving average models and autoregressive models.  For moving average models, the autocorrelation function will drop sharply to zero and stay there, while for autoregressive models, the autocorrelation function will show geometric decay.  The first difference autocorrelation function for milk prices clearly shows the latter, further promoting a hypothesis that the milk price time series can be described by an autoregressive model. 
Autoregressive (AR) Model:

From the data analysis above, I have determined that the monthly fluid milk price time series can be described by an autoregressive model of at least order two.  For this analysis, I will focus on an autoregressive model of order two, AR(2).  For an AR(2) model, the current observation is a weighted average of the last two periods, plus a random disturbance in the current period.  The equation is as follows:
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Durbin Watson Statistic:

The Durbin Watson test will be used to test the null hypothesis that the time series is a random walk.   The test is performed by calculating the Durbin Watson statistic.  The formula for this statistic is as follows:
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 is zero; therefore, the value of the Durbin-Watson statistic will be close to zero.  Thus the null hypothesis that the series is a random walk is also the null hypothesis that DW=0.  In this project, I looked at the Durbin-Watson statistic for both an AR(1) and an AR(2) model.  The calculation of this statistic can be seen on the “AR(1)” and “AR(2)” tabs of the Excel project.  For an AR(1), DW = 2.42, which is significantly above the critical value for the series to be a random walk.  For an AR(2), DW = 2.196, which is also significantly above the critical value for the series to be a random walk.  
The Durbin-Watson statistic of 2.42 for the AR(1) also shows that there is high negative serial correlation, which supports that this data cannot be described by an AR(1) process.  The Durbin-Watson statistic of 2.19 for the AR(2) is significantly close to 2 to indicate no serial correlation in this model.  Therefore, I conclude that the milk price time series is not a random walk process, but is indeed an autoregressive model of order two.  Of course it can be of higher order, but that would require significantly more testing to determine the exact order.  
Box Pierce Q Statistic:

The formula for the Q statistic is as follows:
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This test statistic is used to see if all of the autocorrelation coefficients are zero.  If the calculated Q test statistic is above an associated critical value then the coefficients are most likely not all zero.  If the coefficients are all zero (the test statistic is below the critical value) then we can assume that the process is simply a white noise process.  Since the Q statistic in this case is quite large, we can assume that it will be above any critical value and that we do not have a white noise process in this case.  

Conclusion:

Based on the above analyses, I have concluded that this series can be described by an autoregressive process of at least order two.  I have made this determination based on the autocorrelation functions and the test statistics. 

I could have further analyzed the data to possibly come to different conclusions.  For instance, I could have separated the data into two different periods of January 1980 through December 1994 and January 1995 through December 2010 and look at the autocorrelations for each of the two different time periods.  This might give further information because there is a clear change in the characteristics of the stochastic process between those two time periods.  

However, based on this analysis, the scope of this project, and my knowledge I am comfortable with the conclusion that fluid milk prices follow an autoregressive model of at least order two. 
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