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Regression Analysis

Fall 2011

Burger King’s Sandwiches and Calories

Introduction

This Regression Analysis Student Project was designed to analyze the relationships of calories with several food ingredients in a variety of Burger King’s Sandwiches or food products.  In this regression model, 6 explanatory variables including total fat (g), saturated fat (g), carbs (g), dietary fiber (g), sugars (g), and protein (g) will be used.  Lunch is the most important meal of the day for me since it provides energy for me to function properly at work in the afternoon.  This project will use Excel’s add-ins regression tool to determine the ideal number of explanatory variable(s) should be used for the regression model.

Data Sources

The data for this project was collected from the following link: http://www.nutritionsheet.com/facts/restaurants/fast-food/burger-king 
These data could be found on each tab, depending on the number of explanatory variables that are used, in the attached spreadsheet.

Equation and Variables

The equation and the 6 variables for the full model are:

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6

Y = Energy (calories)
α = Intercept

βi = least squares coefficients

X1 = Total Fat (grams)
X2 = Saturated Fat (grams)
X3 = Carbs (grams)
X4 = Dietary Fiber (grams)
X5 = Sugar (grams)
X6 = Protein (grams)

Hypothesis

The null hypothesis is that all least squares coefficients are zero:

β1 = β2= β3 = β4 = β5 = β6 = 0
6-Variable Regression Full Model
The following regression statistics and ANOVA were obtained for the 6-variable regression full model using excel’s add-ins regression tool:
	SUMMARY OUTPUT (6-Variable Regression Full Model)
	 

	 
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999726561
	
	
	

	R Square
	0.999453197
	
	
	

	Adjusted R Square
	0.999373177
	
	
	

	Standard Error
	7.190632219
	
	
	

	Observations
	48
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	6
	3874805.087
	645800.8479
	12490.05809

	Residual
	41
	2119.91286
	51.70519171
	

	Total
	47
	3876925
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-10.22056052
	4.142306811
	-2.467359611
	0.017876863

	Total Fat (g)
	8.709910324
	0.210629128
	41.35187954
	4.70564E-35

	Saturated Fat (g)
	2.029105493
	0.788064643
	2.574795751
	0.013737167

	Carbs (g)
	4.379808956
	0.189055724
	23.16676194
	3.59174E-25

	Dietary Fiber (g)
	1.521640842
	0.988875997
	1.53875799
	0.131546264

	Sugars (g)
	-0.85261579
	0.803790745
	-1.060743477
	0.295015344

	Protein (g)
	3.353408629
	0.227843965
	14.71800503
	5.82972E-18


The equation for this model is:

Y = -10.2206 + 8.7099X1 + 2.0291X2 + 4.3798X3 + 1.5216X4 - 0.8526X5 + 3.3534X6 

The R2 of the full model is 99.95%.  This implies that 99.95% of variation of Y about Ybar is explained by the 6 explanatory variables.  However, Sugar has the highest P-value of 0.2950 and the lowest t-stat of negative 1.0607.  This high P-value and low t-stat indicate that Sugar is not a good explanatory variable for the regression model.  Therefore, Sugar will be eliminated from the model and the remaining 5 explanatory variables will be used to find the best fit.

5-Variable Regression Model
The following regression statistics and ANOVA were obtained for the 5-variable regression model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (5-Variable Regression Model)
	 
	 

	 
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999719056
	
	
	

	R Square
	0.999438191
	
	
	

	Adjusted R Square
	0.999371309
	
	
	

	Standard Error
	7.201339721
	
	
	

	Observations
	48
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	5
	3874746.91
	774949.3819
	14943.30766

	Residual
	42
	2178.090339
	51.85929377
	

	Total
	47
	3876925
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-10.06247797
	4.145789354
	-2.427156112
	0.019586325

	Total Fat (g)
	8.828901223
	0.17853766
	49.45119827
	7.39195E-39

	Saturated Fat (g)
	1.489700417
	0.602940778
	2.470724277
	0.01762584

	Carbs (g)
	4.238514635
	0.134360131
	31.54592504
	7.1104E-31

	Dietary Fiber (g)
	1.15295399
	0.92715827
	1.24353525
	0.220567219

	Protein (g)
	3.429712637
	0.216512367
	15.84072397
	2.54647E-19


 The equation for this model is:

Y = -10.0625 + 8.8289X1 + 1.4897X2 + 4.2385X3 + 1.1530X4 + 3.4297X5
After eliminating the Sugar variable, R2 remains high at 99.94%.  This implies that 99.94% of variation of Y about Ybar is explained by the 6 explanatory variables.  F-statistics for the 5-variable model (14943) is higher than that of the 6-variable full model (12490).  This implies that the 5-variable model is a better regression model.  However, Dietary Fiber has the highest P-value of 0.2206 and the lowest t-stat of 1.2435.  This high P-value and low t-stat indicate that Dietary Fiber is not a good explanatory variable for the regression model.  Therefore, Dietary Fiber will be eliminated from the model and the remaining 4 explanatory variables will be used to find the best fit.
4-Variable Regression Model
The following regression statistics and ANOVA were obtained for the 4-variable regression model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (4-Variable regression Model)
	 
	 

	 
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999708711
	
	
	

	R Square
	0.999417506
	
	
	

	Adjusted R Square
	0.999363321
	
	
	

	Standard Error
	7.246947246
	
	
	

	Observations
	48
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	4
	3874666.715
	968666.6789
	18444.38423

	Residual
	43
	2258.284509
	52.51824439
	

	Total
	47
	3876925
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-9.196591232
	4.112779382
	-2.236101278
	0.030586938

	Total Fat (g)
	8.853240588
	0.178585458
	49.57425249
	1.40564E-39

	Saturated Fat (g)
	1.268860857
	0.579842985
	2.188283534
	0.034129419

	Carbs (g)
	4.274087822
	0.132110943
	32.35226184
	8.10527E-32

	Protein (g)
	3.505541863
	0.209063626
	16.76782294
	1.77978E-20


The equation for this model is:

Y = -9.1966 + 8.8532X1 + 1.2689X2 + 4.2741X3 + 3.5055X4
After eliminating the Dietary Fiber variable, R2 remains high at 99.94%.  This implies that 99.94% of variation of Y about Ybar is explained by the 6 explanatory variables.  F-statistics for the 4-variable model (18444) is higher than that of the 5-variable full model (14943).  This implies that the 4-variable model is a better regression model.  However, Saturated Fat has the highest P-value of 0.0341 and the lowest t-stat of 2.1882.  This high P-value and low t-stat indicate that Saturated Fat is not a good explanatory variable for the regression model.  Therefore, Saturated Fat will be eliminated from the model and the remaining 3 explanatory variables will be used to find the best fit.
3-Variable Regression Model
The following regression statistics and ANOVA were obtained for the 3-variable regression model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (3-Variable Regression Model)
	 
	 

	 
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999676267
	
	
	

	R Square
	0.999352638
	
	
	

	Adjusted R Square
	0.9993085
	
	
	

	Standard Error
	7.552501959
	
	
	

	Observations
	48
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	3
	3874415.227
	1291471.742
	22641.39675

	Residual
	44
	2509.772577
	57.04028584
	

	Total
	47
	3876925
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-6.174169991
	4.037261027
	-1.529296706
	0.133349048

	Total Fat (g)
	9.150060466
	0.121063397
	75.58073427
	3.25012E-48

	Carbs (g)
	4.069854948
	0.09744522
	41.76556806
	4.84009E-37

	Protein (g)
	3.837163554
	0.150093046
	25.565232
	4.87681E-28


 The equation for this model is:

Y = -6.1742 + 9.1501X1 + 4.0699X2 + 3.8372X3
After eliminating the Saturated Fat variable, R2 remains high at 99.94%.  This implies that 99.94% of variation of Y about Ybar is explained by the 6 explanatory variables.  F-statistics for the3-variable model (22641) is higher than that of the 4-variable full model (18444).  This implies that the 3-variable model is a better regression model.  At this point, the P-values for all the least squares coefficients are very close to zero.  Therefore, the null hypothesis can be rejected.

Conclusion

Our regression analysis model began with 6 explanatory variables:

Total Fat (grams)
Saturated Fat (grams)
Carbs (grams)
Dietary Fiber (grams)
Sugar, in grams

Protein, in grams
Based on the results of 4 runs of the regression analysis models with each removing one explanatory variable from the previous one, the equation with 3 explanatory variables with Total Fat (β=9.1501) contributing most to the calories gives the best fit:

Y = -6.1742 + 9.1501X1 + 4.0699X2 + 3.8372X3
X1 = Total Fat (grams)
X2 = Carbs (grams)
X3 = Protein (grams)

Based on these regression analysis outlined above, this last model with 3 explanatory variables has a very high R2 of 99.94%.  F-statistics for this 3-variable model (22641) is the highest among the other 3 regression models with more explanatory variables.  The P-values in this 3-variable model are very close to zero.  Therefore, the null hypothesis can be
