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Introduction
The world’s environmentalists are urging the industry for green technology that would reduce, if not eliminate, pollution of all kinds that are slowly destroying earth and inducing harm to the human population. To work for this cause, it is necessary to know the behavior of pollution towards several variables in order to generate constructive measures in response to this. The goal of this project is to conduct a regression analysis on air pollution, measured by concentrations of nitrogen dioxide NO​2, at a public road.  Nitrogen dioxide is a toxic gas that is easily detectable by smell which can damage the lungs and increase the risk of respiratory diseases if exposed to high doses. The success of this project can hopefully raise awareness towards this danger.
Data

The data I’ve used are collected by the Norwegian Public Roads Administration at a public road in Oslo, Norway. The dataset is available at lib.stat.cmu.edu/datasets which provides 500 observations. This research utilizes the following variables:
· Y:
Concentration of nitrogen dioxide (response variable)
· C:
Cars passing per hour

· T:
Temperature at 2 meters above the ground (Celsius)

· WS:
Wind speed (meters/second)

· TD:
Temperature difference between 25m and 2m above the ground (Celsius)

· WD:
Wind Direction (0 – 360 degrees)

· H: 
Time of the day (Hour)

In order to create a normal distribution that would satisfy the assumptions for regression, variable Y is transformed into log(Y) and variable C is transformed into log(C). The initial model is therefore given by:
Y = β0 + β1C + β2T + β3WS + β4TD + β5WD + β6H
Model 1
Using Excel, the result of the regression of Y on the 6 variables is illustrated below:
	Regression Statistics
	
	
	

	Multiple R
	0.7125
	
	
	

	R Square
	0.5076
	
	
	

	Adjusted R Square
	0.5016
	
	
	

	Standard Error
	0.5299
	
	
	

	Observations
	500.0
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	6
	142.6995
	23.7833
	84.6980

	Residual
	493
	138.4347
	0.2808
	

	Total
	499
	281.1342
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.7396
	0.1808
	4.0914
	5.0080E-05

	C
	0.4995
	0.0285
	17.5410
	6.9941E-54

	T
	-0.0220
	0.0043
	-5.1560
	3.6589E-07

	WS
	-0.1287
	0.0140
	-9.1837
	1.1528E-18

	TD
	0.1508
	0.0258
	5.8378
	9.5985E-09

	WD 
	0.0007
	0.0003
	2.2597
	2.4278E-02

	H
	-0.0187
	0.0044
	-4.2566
	2.4855E-05


The resulting R2 and adjusted R2 are not as high as I had hoped but are still notable and could suggest a correlation between the concentration of NO​2 and the explanatory variables. This initial result gives room for improvements in terms of correlation and simplicity. That is to say, the model could be improved by dropping variables that do not help predict the behavior of the response variable. With this in mind, the natural thing to do would be to drop the explanatory variable with the highest p-value. In this model, WD (wind direction) has the highest p-value among the 6 variables at 0.024278. In most cases, a p-value of 0.024278 is enough to reject the null hypothesis which implies that a correlation exists between the response and the explanatory variables. I will conduct a simple linear regression of Y on WD in order to test if there really is a correlation between the two.

.
	Regression Statistics
	
	
	

	Multiple R
	0.1132
	
	
	

	R Square
	0.0128
	
	
	

	Adjusted R Square
	0.0108
	
	
	

	Standard Error
	0.7465
	
	
	

	Observations
	500.0
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	1
	3.6054
	3.6054
	6.4696

	Residual
	498
	277.5288
	0.5573
	

	Total
	499
	281.1342
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	3.5575
	0.0647
	55.0119
	9.4328E-214

	WD 
	0.0010
	0.0004
	2.5435
	1.1275E-02


The resulting R2 is enough to conclude that wind direction is not a good predictor for the concentration of NO2 in the air. In fact, wind direction has the worst R2 among the 6 variables when a linear regression with Y is conducted (this can be viewed in the Excel file). This result would lead us to a new model without the WD variable:
Y = β0 + β1C + β2T + β3WS + β4TD + β5H
Model 2

	Regression Statistics
	
	
	

	Multiple R
	0.7089
	
	
	

	R Square
	0.5025
	
	
	

	Adjusted R Square
	0.4974
	
	
	

	Standard Error
	0.5321
	
	
	

	Observations
	500.0
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	5
	141.2658
	28.2532
	99.7870

	Residual
	494
	139.8685
	0.2831
	

	Total
	499
	281.1342
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.8233
	0.1777
	4.6337
	4.6022E-06

	C
	0.5039
	0.0285
	17.6633
	1.7639E-54

	T
	-0.0186
	0.0040
	-4.6381
	4.5094E-06

	WS
	-0.1347
	0.0138
	-9.7527
	1.1419E-20

	TD
	0.1559
	0.0258
	6.0324
	3.1694E-09

	H
	-0.0189
	0.0044
	-4.2925
	2.1267E-05


The new model has a slightly lower R2 and adjusted R2 but has a substantially higher F-stat of 99.787 which would give us more reason to reject the null hypothesis that all beta coefficients are 0. In addition to this, the new model is simpler without sacrificing too much of its predictive nature. This result seems intuitively natural since the wind direction could not reduce or increase the concentration of NO2 except for special cases such as having specific geographical features beside the road that would prevent NO2 from dispersing if the wind is blowing through that direction. Assuming wind can flow freely around the road, wind direction is not much of a predictor of NO2 concentrations.
Another point to consider for improving this model for air pollution is the correlation of the explanatory variables among themselves. We eliminate 1 of 2 variables if we find that they are correlated and can predict each other’s values. The correlations of the 6 variables, including WD, are given below.
	 
	C
	T
	WS
	TD
	WD
	H

	C
	1
	 
	 
	 
	 
	 

	T
	0.0407
	1
	 
	 
	 
	 

	WS
	0.0095
	0.0276
	1
	 
	 
	 

	TD
	0.0616
	0.1543
	0.0583
	1
	 
	 

	WD
	0.0105
	0.1093
	0.0183
	0.0012
	1
	 

	H
	0.3328
	0.0063
	0.0000
	0.0016
	0.0030
	1


Studying the correlations, the figure that jumps out the most is the relatively high correlation between C (log of Cars passing per hour) and H (Time of that day; Hour). This is natural since the volume of traffic passing thru a road is linked to daily routines such as office travels, school bus schedules and evening night outs. You would expect light traffic deep in the night and heavy traffic during rush hour. It is worth trying out to eliminate the H variable since it is relatively correlated with C. This would result to the following model:
Y = β0 + β1C + β2T + β3WS + β4TD
Model 3

	Regression Statistics
	
	
	

	Multiple R
	0.6956
	
	
	

	R Square
	0.4839
	
	
	

	Adjusted R Square
	0.4798
	
	
	

	Standard Error
	0.5414
	
	
	

	Observations
	500.0
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	4
	136.0487
	34.0122
	116.0421

	Residual
	495
	145.0855
	0.2931
	

	Total
	499
	281.1342
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	1.1024
	0.1682
	6.5528
	1.4195E-10

	C
	0.4302
	0.0232
	18.5566
	9.6833E-59

	T
	-0.0193
	0.0041
	-4.7437
	2.7498E-06

	WS
	-0.1332
	0.0140
	-9.4833
	1.0287E-19

	TD
	0.1312
	0.0256
	5.1199
	4.3855E-07


The R2 and adjusted R2 continue to decrease as we drop more variables. As with the earlier models, the F-stat increased and majority of the t-stat improved as well. Although this model is simpler, it can be as good as a predictor as the first 2 models. 
Looking at the remaining explanatory variables, all have very low p-values with T and TD in the higher range of the four. This information plus the fact that T and TD have notable but weak correlation indicated by R2 = 0.1543 has led me to try to make the model even simpler by eliminating 1 of the 2 variables in a new model. Judging by their simple linear regressions, T: R2 = 0.028 and TD: R2 = 0.030, I decided to remove T from the new model. We now have:
Y = β0 + β1C + β2WS + β3TD
Model 4

	Regression Statistics
	
	
	

	Multiple R
	0.6786
	
	
	

	R Square
	0.4605
	
	
	

	Adjusted R Square
	0.4572
	
	
	

	Standard Error
	0.5530
	
	
	

	Observations
	500.0
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	3
	129.4533
	43.1511
	141.1050

	Residual
	496
	151.6810
	0.3058
	

	Total
	499
	281.1342
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	1.1830
	0.1710
	6.9194
	1.4066E-11

	C
	0.4176
	0.0235
	17.7522
	6.0463E-55

	WS
	-0.1383
	0.0143
	-9.6629
	2.3575E-20

	TD
	0.1726
	0.0246
	7.0081
	7.9254E-12


The new model had a larger decrease of R2 and adjusted R2 than the previous models but appears to improve in all other statistics as a model and a predictor of Y. This very simple three variable regression model can be useful in predicting the concentrations of NO2 in the air that could potentially be harmful to humans. In line with the objective of this study, that is to make people aware of this danger, I would suggest replacing TD (temperature difference between 2m and 25m above ground) with T (temperature 2m above ground) which would be easily measurable by a normal person. The result of this change is illustrated below.

Y = β0 + β1C + β2WS + β3T
Model 5
	Regression Statistics
	
	
	

	Multiple R
	0.6757
	
	
	

	R Square
	0.4566
	
	
	

	Adjusted R Square
	0.4533
	
	
	

	Standard Error
	0.5550
	
	
	

	Observations
	500.0
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	3
	128.3657
	42.7886
	138.9234

	Residual
	496
	152.7686
	0.3080
	

	Total
	499
	281.1342
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	1.3165
	0.1670
	7.8811
	2.0728E-14

	C
	0.4090
	0.0234
	17.4918
	1.0259E-53

	T
	-0.0264
	0.0039
	-6.7255
	4.8327E-11

	WS
	-0.1466
	0.0142
	-10.3587
	6.7881E-23


The change only caused a miniscule reduction to R2 and adjusted R2. With these 3 variables, C, WS and T, a normal person could estimate the concentrations on his own by observing his surroundings without the use of highly technological devices. More cars, drastically low temperature and calm winds would mean higher concentrations of NO2 that could have negative effects to one’s health.
Conclusion

The result of this study shows that an ordinary person can have a decent estimation of the concentrations of NO2 present in his surroundings by observing certain traits. The fifth model employs simple variables in order to predict the amount of NO2. Although this model is not the best predictor of Y, it is a very efficient regression model. Aside from that, its practicality allows people to use it without having fancy gadgets to record data. Since the objective of this study is to raise awareness to the dangers of NO2, I would have to say that the fifth model is the best one for this case with the reasoning presented above.
A model with the best predictor of Y does not always mean it is the best model. Several factors must also be considered such as its simplicity or who the users of the model will be. For highly scientific studies, it is best to use several variables that might require the use of advanced technological gadgets in order to produce a very reliable predictor of the response variable. It is not necessary that a single model is utilized for all purposes. 
