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Introduction

This Regression Analysis was designed to analyze the relationships of calories with several food nutrients in several Subway sandwiches.  In this regression model, 8 explanatory variables were used, namely, total fat (g), saturated fat (g), carbohydrates (g), dietary fiber (g), sugars (g), cholesterol (mg), sodium (mg) and protein (g).  
I used the Microsoft Excel’s regression analysis tool to determine the ideal number of explanatory variables for the regression model.

Data
I used the data from the following link: http://www.subway.com/Nutrition/Files/NutritionValues.pdf. It contains information about the Subway U.S. Nutrition Information as at December 2011.
In this study, I selected the thirty-seven (37) six-inch sandwiches, which can be found on the Excel file submitted with this.
Equation and Variables

The equation and the 6 variables for the full model are:

Y = α + β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + β6X6 + β7X7 + β8X8, where
Y = Energy (calories)

α = Intercept

βi = least squares coefficients

X1 = Total Fat (grams)

X2 = Saturated Fat (grams)

X3 = Cholesterol (milligrams)

X4 = Sodium (milligrams)

X5 = Carbohydrates (grams)

X6 = Dietary Fibers (grams)

X7 = Sugars (grams)

X8 = Protein (grams)

Hypothesis

The null hypothesis is that all least squares coefficients are zero:

β1 = β2= β3 = β4 = β5 = β6 = β7 = β8 = 0
8-Variable Regression Full Model

The following regression statistics and ANOVA were obtained for the 8-variable regression full model using Excel’s regression analysis tool (this is used for all analyses):
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Regression Statistics

Multiple R

0.99799881

  

 

R Square

0.99600162

  

 

Adjusted R Square

0.99485923

  

 

Standard Error

6.09509427

  

 

Observations

37

ANOVA

df

SS

MS

F

Regression

8

259,116.55188

 

 

32,389.56899

 

 

871.85510

    

 

Residual

28

1,040.20488

     

 

37.15017

       

 

Total

36

260,156.75676

 

 

Coefficients

Standard Error

t Stat

P-value

Intercept

(14.60787)

     

 

22.18896

         

 

(0.65834)

        

 

0.51570

        

 

Total Fat (g)

9.06020

        

 

0.30811

           

 

29.40616

       

 

0.00000

        

 

Saturated Fat (g)

0.74607

        

 

1.04799

           

 

0.71191

         

 

0.48241

        

 

Cholesterol (mg)

(0.12180)

       

 

0.17942

           

 

(0.67887)

        

 

0.50279

        

 

Sodium (mg)

(0.00377)

       

 

0.00527

           

 

(0.71577)

        

 

0.48006

        

 

Carbohydrates (g)

4.34116

        

 

0.68605

           

 

6.32771

         

 

0.00000

        

 

Dietary Fiber (g)

(0.54715)

       

 

1.07753

           

 

(0.50778)

        

 

0.61558

        

 

Sugars (g)

(0.03060)

       

 

0.93071

           

 

(0.03288)

        

 

0.97401

        

 

Protein(g)

4.11332

        

 

0.48176

           

 

8.53819

         

 

0.00000

        

 


The equation for this model is:

Y = -14.6079 + 9.0602X1 + 0.7461X2 – 0.1218X3 – 0.0038X4 + 4.3412X5 – 0.5472X6 – 0.0306X7 + 4.1133X8
The R2 of the full model is 99.60%.  This implies that 99.60% of variation of Y about Ȳ is explained by the 8 explanatory variables. The variable Sugars has the highest P-value of 0.974 and the lowest t-stat of 0.033 which indicates that Sugars is not a good explanatory variable for the regression model.  Therefore, the Sugars will be removed from the model and the remaining 7 explanatory variables will be used to find the best fit.

7-Variable Regression Model

The following regression statistics and ANOVA were obtained for the 7-variable regression model:
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Regression Statistics

Multiple R

0.99799873

  

 

R Square

0.99600147

  

 

Adjusted R Square

0.99503631

  

 

Standard Error

5.98920013

  

 

Observations

37

ANOVA

df

SS

MS

F

Regression

7

259,116.51173

 

 

37,016.64453

 

 

1,031.95176

 

 

Residual

29

1,040.24503

     

 

35.87052

       

 

Total

36

260,156.75676

 

 

Coefficients

Standard Error

t Stat

P-value

Intercept

(13.99232)

     

 

11.69985

         

 

(1.19594)

        

 

0.24141

        

 

Total Fat (g)

9.06198

        

 

0.29806

           

 

30.40361

       

 

0.00000

        

 

Saturated Fat (g)

0.75476

        

 

0.99648

           

 

0.75743

         

 

0.45490

        

 

Cholesterol (mg)

(0.12600)

       

 

0.12402

           

 

(1.01595)

        

 

0.31806

        

 

Sodium (mg)

(0.00377)

       

 

0.00518

           

 

(0.72797)

        

 

0.47247

        

 

Carbohydrates (g)

4.32098

        

 

0.30101

           

 

14.35505

       

 

0.00000

        

 

Dietary Fiber (g)

(0.54882)

       

 

1.05764

           

 

(0.51891)

        

 

0.60776

        

 

Protein(g)

4.12358

        

 

0.36068

           

 

11.43269

       

 

0.00000

        

 


The equation for this model is:

Y = -13.9923 + 9.062X1 + 0.7548X2 – 0.126X3 – 0.0038X4 + 4.321X5 – 0.5488X6 + 4.1236X8
After eliminating the Sugars variable, R2 remains high at 99.6%.  This implies that 99.6% of variation of Y about Ȳ is explained by the 7 explanatory variables. The F-statistics for the 7-variable model (1,032) is higher than that of the 8-variable full model (872), so the 7-variable model is a better regression model.  The variable Dietary Fiber has the highest P-value of 0.6078 and the lowest t-stat of 0.5189, which indicates that Dietary Fiber is not a good explanatory variable for the regression model.  Therefore, the Dietary Fiber will be removed from the model and the remaining 6 explanatory variables will be used to find the best fit.

6-Variable Regression Model

The following regression statistics and ANOVA were obtained for the 6-variable regression model:
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Regression Statistics

Multiple R

0.99798013

  

 

R Square

0.99596434

  

 

Adjusted R Square

0.99515721

  

 

Standard Error

5.91580859

  

 

Observations

37

ANOVA

df

SS

MS

F

Regression

6

259,106.85302

 

 

43,184.47550

 

 

1,233.95528

 

 

Residual

30

1,049.90374

     

 

34.99679

       

 

Total

36

260,156.75676

 

 

Coefficients

Standard Error

t Stat

P-value

Intercept

(12.55689)

     

 

11.22883

         

 

(1.11827)

        

 

0.27233

        

 

Total Fat (g)

9.05936

        

 

0.29436

           

 

30.77632

       

 

0.00000

        

 

Saturated Fat (g)

0.59974

        

 

0.93899

           

 

0.63870

         

 

0.52786

        

 

Cholesterol (mg)

(0.10657)

       

 

0.11679

           

 

(0.91256)

        

 

0.36875

        

 

Sodium (mg)

(0.00342)

       

 

0.00507

           

 

(0.67461)

        

 

0.50509

        

 

Carbohydrates (g)

4.23847

        

 

0.25246

           

 

16.78898

       

 

0.00000

        

 

Protein(g)

4.08992

        

 

0.35046

           

 

11.67026

       

 

0.00000

        

 


The equation for this model is:

Y = -12.5569 + 9.0594X1 + 0.5997X2 – 0.1066X3 – 0.0034X4 + 4.2385X5 + 4.0899X8
After eliminating the Dietary Fiber variable, R2 remains high at 99.6%.  This implies that 99.6% of variation of Y about Ȳ is explained by the 6 explanatory variables.  F-statistics for the 6-variable model (1,234) is higher than that of the 7-variable full model (1,032), so the 6-variable model is a better regression model.  However, the variable Saturated Fat has the highest P-value of 0.5279 and the lowest t-stat of 0.6387, which indicates that Saturated Fat is not a good explanatory variable for the regression model.  Therefore, Saturated Fat will be removed from the model and the remaining 5 explanatory variables will be used to find the best fit.

5-Variable Regression Model

The following regression statistics and ANOVA were obtained for the 5-variable regression model:
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Regression Statistics

Multiple R

0.99795264

  

 

R Square

0.99590946

  

 

Adjusted R Square

0.99524970

  

 

Standard Error

5.85904430

  

 

Observations

37

ANOVA

df

SS

MS

F

Regression

5

259,092.57635

 

 

51,818.51527

 

 

1,509.49404

 

 

Residual

31

1,064.18040

     

 

34.32840

       

 

Total

36

260,156.75676

 

 

Coefficients

Standard Error

t Stat

P-value

Intercept

(13.29888)

     

 

11.06140

         

 

(1.20228)

        

 

0.23836

        

 

Total Fat (g)

9.20697

        

 

0.18056

           

 

50.99146

       

 

0.00000

        

 

Cholesterol (mg)

(0.08913)

       

 

0.11246

           

 

(0.79253)

        

 

0.43407

        

 

Sodium (mg)

(0.00255)

       

 

0.00484

           

 

(0.52663)

        

 

0.60220

        

 

Carbohydrates (g)

4.23154

        

 

0.24980

           

 

16.93958

       

 

0.00000

        

 

Protein(g)

4.09145

        

 

0.34709

           

 

11.78799

       

 

0.00000

        

 


The equation for this model is:

Y = -13.2989 + 9.207X1 – 0.0891X3 – 0.0026X4 + 4.2315X5 + 4.0915X8
After eliminating the Saturated Fat variable, R2 remains high at 99.6%.  This implies that 99.6% of variation of Y about Ȳ is explained by the 5 explanatory variables.  F-statistics for the 5-variable model (1,509) is higher than that of the 6-variable full model (1,234), so the 5-variable model is a better regression model.  However, the variable Sodium has the highest P-value of 0.6022 and the lowest t-stat of 0.5266, which indicates that Sodium is not a good explanatory variable for the regression model.  Therefore, Sodium will be removed from the model and the remaining 4 explanatory variables will be used to find the best fit.

4-Variable Regression Model

The following regression statistics and ANOVA were obtained for the 4-variable regression model:
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Regression Statistics

Multiple R

0.99793430

  

 

R Square

0.99587287

  

 

Adjusted R Square

0.99535698

  

 

Standard Error

5.79250851

  

 

Observations

37

ANOVA

df

SS

MS

F

Regression

4

259,083.05580

 

 

64,770.76395

 

 

1,930.39267

 

 

Residual

32

1,073.70095

     

 

33.55315

       

 

Total

36

260,156.75676

 

 

Coefficients

Standard Error

t Stat

P-value

Intercept

(14.18888)

     

 

10.80740

         

 

(1.31289)

        

 

0.19856

        

 

Total Fat (g)

9.18092

        

 

0.17168

           

 

53.47835

       

 

0.00000

        

 

Cholesterol (mg)

(0.09971)

       

 

0.10939

           

 

(0.91149)

        

 

0.36885

        

 

Carbohydrates (g)

4.22437

        

 

0.24660

           

 

17.13058

       

 

0.00000

        

 

Protein(g)

4.06708

        

 

0.34008

           

 

11.95911

       

 

0.00000

        

 


The equation for this model is:

Y = -14.1889 + 9.1809X1 – 0.0997X3 + 4.2244X5 + 4.0671X8
After eliminating the Sodium variable, R2 remains high at 99.59%.  This implies that 99.59% of variation of Y about Ȳ is explained by the 4 explanatory variables.  F-statistics for the 4-variable model (1,930) is higher than that of the 5-variable full model (1,509), so the 4-variable model is a better regression model.  However, the variable Cholesterol has the highest P-value of 0.3689 and the lowest t-stat of 0.9115, which indicates that Cholesterol is not a good explanatory variable for the regression model.  Therefore, Cholesterol will be removed from the model and the remaining 3 explanatory variables will be used to find the best fit.

3-Variable Regression Model

The following regression statistics and ANOVA were obtained for the 3-variable regression model:
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Regression Statistics

Multiple R

0.99788061

  

 

R Square

0.99576572

  

 

Adjusted R Square

0.99538078

  

 

Standard Error

5.77764060

  

 

Observations

37

ANOVA

df

SS

MS

F

Regression

3

259,055.17944

 

 

86,351.72648

 

 

2,586.84245

 

 

Residual

33

1,101.57732

     

 

33.38113

       

 

Total

36

260,156.75676

 

 

Coefficients

Standard Error

t Stat

P-value

Intercept

(13.59955)

     

 

10.76035

         

 

(1.26386)

        

 

0.21514

        

 

Total Fat (g)

9.10305

        

 

0.14853

           

 

61.28762

       

 

0.00000

        

 

Carbohydrates (g)

4.26652

        

 

0.24160

           

 

17.65929

       

 

0.00000

        

 

Protein(g)

3.80760

        

 

0.18558

           

 

20.51784

       

 

0.00000

        

 


The equation for this model is:

Y = -13.5996 + 9.1031X1 + 4.2665X5 + 3.8076X8
After eliminating the Cholesterol variable, R2 remains high at 99.58%.  This implies that 99.58% of variation of Y about Ȳ is explained by the 3 explanatory variables.  The F-statistics for the 3-variable model (2,587) is higher than that of the 4-variable full model (1,930), so the 3-variable model is a better regression model.  The P-values for all the least squares coefficients are now all very close to zero.  Therefore, the null hypothesis can be rejected.

Conclusion

Our regression analysis model began with 8 explanatory variables as listed below:

Total Fat, grams
Saturated Fat, in grams
Carbohydrates, in grams
Dietary Fiber, in grams
Sugar, in grams

Protein, in grams

Cholesterol, in milligrams 
Sodium, in milligrams

For the succeeding run, we removed one explanatory variable, the one with highest P-value and lowest t-stat. Based on the results of the regression analysis, the equation with 3 explanatory variables gives the best fit. 
Y = -13.5996 + 9.1031X1 + 4.2665X2 + 3.8076X3, where
X1 = Total Fat (grams)

X2 = Carbohydrates (grams)

X3 = Protein (grams)

The said model has a very high R2 of 99.58%.  The F-statistics for this model is 2,587, the highest among all regression models.  The P-values of the three variables are all very close to zero.
It can also be concluded that Total Fat contributes most to the calories.
