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NEAS VEE Fall 2011
Time Series Student Project

Introduction:

The current economic condition has instilled uncertainty into the financial / stock markets, leading to wide swings in daily stock prices. These trends are signs of lacking investors’ confidence. In situations like these, investors often turn to gold as an alternate source of investment. This explains the notably increase in gold price since 2008, the beginning of the economic depression. 
This project aims to model gold price. Firstly, the data is thoroughly examined and several ARIMA models, particularly AR(1), AR(2) and AR(3), are analyzed to determine the best fitted model.

Analyzing Data:
Monthly gold prices from December 1996 to December 2011 (181 data points) were taken from http://www.indexmundi.com/commodities/?commodity=gold&months=180. 
A graph of the gold price (raw data) against time is shown below.
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This above chart along with all other charts shown in this write-up can be located on the “Charts” tab of the excel file. Also, the tab labeled “Gold Data (1996 - 2011) & Anal” shows a detailed analysis on the raw data.

Before attempting to fit ARIMA models, the data is checked for stationarity by analyzing the sample autocorrelation. A graph of the sample autocorrelation is shown below. 
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As can be seen from the graph above, the correlation does not reach zero until around lag 61. In addition, the correlation stays below zero before returning to zero after lag 180. For stationarity to exist, the correlation must reach zero quickly and must not depict any fluctuation with respect to time.

In addition, over 76% of the sample autocorrelations fall outside the 95% confidence interval of a white noise process.

95% Confidence Interval for a white noise process = ±1.96 x (1/n)0.5 = ±1.96 x 7.4% = ±14.6%
Now the 1st difference will be examined for stationarity. The two graphs below show the plot of the 1st difference against time as well as the corresponding correlogram.
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[image: image4.emf]Correlogram of 1st Difference
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An examination of the above graphs shows that the 1st difference appears to be stationary because it does not exhibit any fluctuations with respect time. In addition, the autocorrelation goes to zero fairly fast while exhibiting diminishing oscillation around zero. 
The stationarity is further supported by the fact that less than 2% of the 1st difference sample autocorrelations fall outside the 95% confidence interval of a white noise process.
Parameterization of the Model:
After establishing stationarity in the data, we will proceed to fit the data using an autoregressive model. Since we are using the first difference, this is equivalent to ARIMA (p, 1, 0) model. We will fit ARIMA models where p is equal to 1, 2 and 3 using Excel’s regression data analysis.
The results of the regression analyses are shown below. The detailed results are shown in the Excel file on tabs “RA1”, “RA2” and “RA3”.

AR (1)

[image: image5.emf]Regression Statistics

Multiple R 0.06150

R Square 0.00378

Adjusted R Square -0.00181

Standard Error 31.55417

Observations 180


[image: image6.emf]Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 6.58882 2.42404 2.71812 0.00721 1.80527 11.37237 1.80527 11.37237

Y0 0.06344 0.07716 0.82211 0.41211 -0.08884 0.21571 -0.08884 0.21571


The AR (1) model equation: Y1 = 0.06344 Y0 + 6.58882 + et
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AR (2)

[image: image8.emf]Regression Statistics

Multiple R 0.07452

R Square 0.00555

Adjusted R Square -0.00575

Standard Error 31.66534

Observations 179


[image: image9.emf]Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 7.00321 2.49221 2.81004 0.00551 2.08475 11.92166 2.08475 11.92166

Y0 -0.04543 0.07889 -0.57587 0.56544 -0.20111 0.11026 -0.20111 0.11026

Y1 0.06723 0.07788 0.86318 0.38921 -0.08648 0.22093 -0.08648 0.22093


The AR (2) model equation: Y2 = 0.06723 Y1 + -0.04543 Y0 + 7.00321 + et
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AR (3)

[image: image11.emf]Regression Statistics

Multiple R 0.10564

R Square 0.01116

Adjusted R Square -0.00589

Standard Error 31.73466

Observations 178


[image: image12.emf]Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 6.45739 2.58729 2.49581 0.01350 1.35088 11.56391 1.35088 11.56391

Y0 0.08447 0.08370 1.00917 0.31429 -0.08073 0.24968 -0.08073 0.24968

Y1 -0.05987 0.08027 -0.74583 0.45678 -0.21830 0.09856 -0.21830 0.09856

Y2 0.07594 0.07885 0.96303 0.33687 -0.07969 0.23157 -0.07969 0.23157


The AR (3) model equation: Y3 = 0.07594 Y2 + -0.05987 Y1 + 0.08447 Y0 + 6.45739 + et
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Results:

	Model
	Sum of Coefficients
	R-Squared
	Adjusted     R-Squared
	Durbin-Watson Statistic
	Box-Pierce Statistic
	Chi-Square 10%

	AR(1)
	0.06344
	0.00378
	-0.00181
	1.99793
	72.30461
	155.22038

	AR(2)
	0.02180
	0.00555
	-0.00575
	1.99965
	117.89340
	154.28832

	AR(3)
	0.10054
	0.01116
	-0.00589
	2.02447
	183.67854
	153.35645


 The above table shows the following:
1. The sum of the coefficients for each model is less than 1 showing that the models are stationary.

2. The Durbin-Watson statistic is around 2 for each model suggesting no serial correlation.
3. The Box-Pierce Q statistics are lower than Chi-Square (10%) critical value for AR (1) and AR (2) but not AR (3).

Based on observations 1 and 2, the null hypothesis cannot be rejected. The null hypothesis states that the residuals are formed by a white noise process.
Based on observation 3, the choice of model would be between AR (1) and AR (2). Since AR (2) has a higher R-Squared that AR (1), I will select AR (2).
Selection: AR (2) model: Y2 = 0.06723 Y1 + -0.04543 Y0 + 7.00321 + et
