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Introduction
The U.S. federal government has never operated without debt. As close as it came to being debt free was during the administration of President Andrew Jackson, who through determined effort, reduced the debt at the end of 1834 to only $33,700.

Debt exists because the government has spent more money than it has collected (i.e., it has deficit spent). In fact, the federal government has operated with an annual budget deficit1 in 141 of the 221 (fiscal) years of its existence (see Table 1).

	Table 1:  Summary of Annual U.S. Budget Deficits

	Fiscal Years
	No. of Years
	Years with Deficit
	Percentage

	1791 – 1845
	55
	20
	36%

	1846 – 1900
	55
	27
	49%

	1901 – 1955
	55
	40
	73%

	1956 – 2011
	56
	54
	96%


Source: U.S. Department of the Treasury. Years with Deficit are those in which accumulated debt is larger at the end of the fiscal year than at the beginning.

Historically, wars have been the major contributor to deficit spending, but since the end of World War II, the federal government has regularly deficit spent even during peacetime (see Table 2). In fact, since 1950 the U.S. government has operated with a surplus in only three years (all during the 1950s). In the 1980s, the size of budget deficits increased dramatically when the Reagan administration’s unwillingness to raise taxes combined with the Congress’ unwillingness to cut spending created a template for deficit spending which has continued to this time. The size of deficits (and accumulated debt) began increasing again in 2008 when Congress responded to the economic crisis with large increases in spending. Current levels of debt accumulation and deficit spending are not projected to decrease (through at least the early 2020s).

	Table 2:  Periods of Significant Increases in Federal Government Debt

	Period
	Event
	Amount of Increase

	1812 – 1815
	War of 1812
	282%

	1836 – 1843
	Regrowing Debt after Jackson Admin Reduced Debt to Almost $0
	87,284%

	1847 – 1849
	Mexican-American War
	406%

	1858 – 1859
	
	204%

	1861 – 1865
	Civil War
	4,134%

	1916 – 1919
	WW I
	896%

	1933 – 1934
	Roosevelt Admin Spending during Great Depression
	139%

	1941 – 1945
	WW II
	602%

	1982 – 1986
	Increased Deficits during Reagan Admin
	213%

	2009 – 2011
	Obama Admin Spending following Financial Crisis
	148%


Each Period includes years in which debt increased more than 35% during a 2-year time span. Some periods have been adjusted slightly to match the data.

This study examines the amount of federal-government debt during two recent periods of U.S. history. We consider AR(1), AR(2), and MA(1) ARIMA process and evaluate which model best fits the data for each period.

Data
The time series in this study is the U.S. federal government’s year-end outstanding debt for the fiscal years 1950 – 2007. This data is published by the U.S. Department of the Treasury at the website: www.treasurydirect.gov/govt/reports/pd/histdebt/histdebt_histo5.htm.

The first difference of this time series provides a simple and reliable estimate of the annual U.S. budget surplus or deficit. In comparison, official budget surplus/deficit figures are based on a complex accounting system which treats revenues and expenditures in idiosyncratic ways. As a consequence, the government may claim or publish information that indicates it is not deficit spending when in reality it is. For instance, politicians (using government generated data) claim that during the four fiscal years 1998 – 2001 the federal government operated with a budget surplus. However, data from the U.S. Department of the Treasury reveal that accumulated government debt increased during each of these four years. In other words, as most people probably define the phrase “deficit spending,” the government was actually deficit spending during these years. As a result of such complications, this study refers to the annual change in accumulated debt as the annual budget surplus or deficit.

Since the buying power of the U.S. dollar varies from year to year, the accumulated debt values are adjusted by the rate of inflation. Specifically, we use the government-reported Consumer Price Index2 as a proxy for the inflation rate. We use 1950 as the base year, so all debt and deficit figures used in this study are stated in terms of 1950 dollars.

Figure 1 shows the amount of debt since 1950. While the level fluctuates, two clear changes in trend occur. One of these is in 1982 (the Reagan administration’s first budget year) and the other is in 2008 (following the economic crisis and the beginning of the Obama administration). Because of these trend changes, the data used in this time-series study must be separated into at least three periods: Period 1 (1950 – 1981), Period 2 (1982 – 2007), and Period 3 (the years since 2007). Because insufficient time has lapsed to create a reliable model for years subsequent to 2007, we consider only the first two periods.
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Step 1:  Specifying the Models
The first step in a time-series analysis is to choose a (tentative) model to fit the data. However, in order to fit models to data, we must have a data set that is stationary. This means the data needs to have a constant mean and variance.

It is unclear from Figure 1 whether the mean of the debt changed during Period 1 (1950 – 1981). On the other hand, it is quite clear that the mean increased during Period 2 (1982 – 2007). As a result, we are uncertain whether Period 1 is stationary, but we can be sure that Period 2 is not stationary. This lack of stationarity will require us to transform the data. Our method of transformation might be guided by the fact that the trends for both periods are approximately linear (rather than exponential).

Period 1  (1950 – 1981)
Stationarity.
To test for stationarity in Period 1, I ran four groups of regressions (as summarized in Table 3).

1. Debt (the original data set). The regression of Yt on Yt-1 generates a 1 value < |1|, but the 95% confidence interval for 1 does not exclude 1. Therefore, I conclude that there is insufficient evidence of stationarity.
2. First Difference of Debt (i.e., surplus or deficit). The regression of Yt – Yt-1 on Yt-1 – Yt-2 generates a 1 value < |1| and the 95% confidence interval excludes 1. Therefore, I conclude there is some evidence of stationarity.

3. Ln(Debt). The regression of Ln(Yt) on Ln(Yt-1) generates a 1 value < |1|, but the 95% confidence interval for 1 does not exclude 1. Therefore, I conclude that there is insufficient evidence of stationarity.

4. First Difference of Ln(Debt). The regression of Ln(Yt) – Ln(Yt-1) on Ln(Yt-1) – Ln(Yt-2) generates a 1 value < |1| and the 95% confidence interval excludes 1. Therefore, I conclude there is some evidence of stationarity.

Both sets of first differences (nos. 2 and 4 above) show some evidence of stationarity. I will use the first difference of debt (no. 2) since it is simpler. In addition, the original data’s trend appears to be more linear than exponential. This supports a simple first-difference transformation more than some form of log transformation.

The correlogram using the First Difference of Debt as the data set (Figure 2) shows that 1 falls just short of exceeding 2 times the standard error (0.354), while 2, 3, and 6 exceed it. Ideally, the 1 value would exceed 2 times the standard error, and subsequent values would more clearly decrease geometrically (reflecting an AR(p) model). The stochastic characteristics of the data set can explain some of the variation from an ideal model. In addition, we should note that some geometric decrease does occur in the values, though the oscillating pattern of the k values obscures some of this. In fact, the oscillation is similar to that shown in Exhibit 4.18 (p. 74) of the textbook and is expected from the regression (φ1 > 0, φ2 < 0). While I prefer stronger evidence of geometric decreases, based on the educational nature of this study I am willing to accept that enough evidence exists for stationarity and to continue the analysis.
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Seasonality.
Figure 2 does not display obvious seasonality, nor is there a strong prima facie justification for seasonality. I suppose seasonality could occur at two-year intervals (the time between congressional elections) or at four-year intervals (the time between presidential elections). The reasoning is that if the government increases debt/deficit spending, voters will react at the next election, elect representatives who won’t deficit spend as much, and that as a result the deficit will decrease. The potential for this occurring (strongly enough to be picked up by statistical methods) is doubtful. For instance, despite the fact that much of this scenario occurred in 2010, deficit spending has not been significantly reduced.

Models examined.
AR(1)/ARI(1,1).
When we regress Yt – Yt-1 on Yt-1 – Yt-2, we end up with a model in which 1 = 0.3761 and the 95% confidence interval for φ is [0.018, 0.735]. This meets the stationarity condition for an AR(1) model, and using the principle of parsimony, we could choose not to investigate other models. However, the explanatory power of this regression is lower than one would wish (R2 = 0.133).3
AR(2)/ARI(2,1).
As a result, we consider an ARI(2,1) model. When we regress Yt – Yt-1 on Yt-1 – Yt-2 and Yt-2 – Yt-3, we end up with a model in which 1 = 0.6029 and 2 = (0.6639) and the (respective) 95% confidence intervals for φ1 and φ2 are [0.322, 0.884] and [(0.932), (0.396)]. As a result, we can conclude that neither coefficient value is zero (i.e., thus both contribute to the model) and that neither coefficient value is 1 (i.e., the model is stationary). Further, the explanatory value of the model increases noticeably (to R2 = 0.5411).

An ARI(2,1) model also better matches the data found in the correlogram. In particular, it explains the oscillation (1 > 0, 2 < 0). As a result, we will use an ARI(2,1) model to describe government debt/surplus for the years 1950 – 1981.

MA(1)/IMA(1,1).
Before leaving the issue of model selection, we want to consider the potential validity of an IMA(1,1) model. Since 1 = 0.314, θ-hat = 0.242 (based on equation 4.2.2).

I calculated the residuals for an IMA(1,1) model (with θ1 = 0.242) and derived the figures shown in the Excel file accompanying this report (worksheet = MA[1]). While the standardized residuals are acceptable and the Box-Pierce statistic (Q = 29.80) indicates the residuals could be considered to be white noise (p = 0.191), the Ljung-Box statistic (QLB = 57.52) indicates they likely are more than white noise (p = 0.0001).

	Table 3:  Regressions Results for 1950 – 1981

	Model
	Regress On 
	R2
	Coefficient
	Lower 95%
	Upper 95%
	 φp 

< 1
	φ1 + φ2
< 1
	φ2 – φ1
< 1

	
	
	
	
	
	
	
	
	

	Debt
	
	
	
	
	
	
	
	

	AR(1)
	Yt-1
	0.7000
	0.9190
	0.6947
	1.1433
	Maybe
	NA
	NA

	AR(2)
	Yt-1
	0.7588
	1.3029
	0.9434
	1.6625
	Yes
	Yes
	Yes

	
	Yt-2
	
	(0.4832)
	(0.8550)
	(0.1114)
	
	
	

	
	
	
	
	
	
	
	
	

	Surplus
	
	
	
	
	
	
	
	

	ARI(1,1)
	Yt-1 - Yt-2
	0.1328
	0.3761
	0.0177
	0.7345
	Yes
	NA
	NA

	ARI(2,1)
	Yt-1 - Yt-2
	0.5406
	0.6029
	0.3219
	0.8839
	Yes
	Yes
	Yes

	
	Yt-1 - Yt-2
	
	(0.6639)
	(0.9315)
	(0.3963)
	
	
	

	
	
	
	
	
	
	
	
	

	Ln (Yt)
	
	
	
	
	
	
	
	

	AR(1)
	Ln(Yt-1)
	0.6900
	0.9082
	0.6812
	1.1352
	Maybe
	NA
	NA

	AR(2)
	Ln(Yt-1)
	0.7490
	1.2808
	0.9223
	1.6392
	Yes
	Yes
	Yes

	
	Ln(Yt-2)
	
	(0.4729)
	(0.8434)
	(0.1024)
	
	
	

	
	
	
	
	
	
	
	
	

	Diff Ln(Yt)
	
	
	
	
	
	
	
	

	ARI(1,1)
	Ln(Yt-1) - Ln(Yt-2)
	0.1230
	0.3597
	0.0016
	0.7178
	Yes
	NA
	NA

	ARI(2,1)
	Ln(Yt-1) - Ln(Yt-2)
	0.5089
	0.5675
	0.2804
	0.8546
	Yes
	Yes
	Yes

	
	Ln(Yt-2) - Ln(Yt-3)
	
	(0.6381)
	(0.9116)
	(0.3647)
	
	
	

	
	
	
	
	
	
	
	
	


Source:  Excel Data file (worksheet = Summary) that accompanies this report.

Just as importantly, the value of 1 (of the model, not the residuals) does not drop when moving to 2 and more than one of the k values is not zero. These factors support the idea that significant AR(p) processes are operating rather than an MA(1) model.

Period 2  (1982 – 2007)
Stationarity.
We now move to Period 2. To test for stationarity, I ran four groups of regressions (as summarized in Table 4).

I. Debt (the original data set). The regression of Yt on Yt-1 generates a 1 value < |1|, but the 95% confidence interval for 1 does not exclude 1. Therefore, I conclude that there is insufficient evidence of stationarity.

II. First Difference of Debt (i.e., surplus or deficit). The regression of Yt – Yt-1 on Yt-1 – Yt-2 generates a 1 value < |1| and the 95% confidence interval excludes 1. Therefore, I conclude there is some evidence of stationarity.

III. Ln(Debt). The regression of Ln(Yt) on Ln(Yt-1) generates a 1 value < |1| and the 95% confidence interval excludes 1. However, the extremely high R2 values show a lot of unwanted autocorrelation exists. Therefore, I conclude there is insufficient evidence of stationarity. Just as the Debt has no constant mean, the Ln(Debt) does not have a constant mean.

IV. First Difference of Ln(Debt). The regression of Ln(Yt) – Ln(Yt-1) on Ln(Yt-1) – Ln(Yt-2) generates a 1 value < |1|, but the 95% confidence interval for 1 does not exclude 1. Therefore, I conclude that there is insufficient evidence of stationarity.

First Difference of Debt (no. 2 above) shows the best evidence of stationarity.

The correlogram displaying the First Difference of Debt (Figure 3) shows an oscillating, geometric decrease as the lag increases. The 1 value is well above 2 times the standard error (0.392), 2 is near but below the value, and 3 is close to zero. The oscillating pattern causes me to anticipate an AR(2) model with φ1 > 0 and φ2 < 0. The oscillation is similar to that shown in Exhibit 4.18 (p. 74) of the textbook. (Having said this, I recognize the oscillation could result from stochastic variation. The k values are within two standard deviations of zero. However, the multiple years forming a pattern gives some evidence of oscillation.)

[image: image5.wmf] 

[image: image6.wmf] 


Seasonality.
The arguments against seasonality have been mentioned for Period 1. Here they are stronger because all k values (except 1) are within two standard deviations of the mean.

Models examined.
AR(1)/ARI(1,1).
When we regress Yt – Yt-1 on Yt-1 – Yt-2, we end up with a model in which 1 = 0.6799 and the 95% confidence interval for 1 is [0.371, 0.987]. As a result, we can conclude that φ1 is neither 0 nor 1. Thus, the coefficient contributes to the model (φ1  0) and the model meets the stationarity condition ( φ1  < 1). Using the principle of parsimony, we could choose not investigate other models. However, the desire for greater explanatory power and the possible oscillation causes us to consider an AR(2) model.

AR(2)/ARI(2,1).
When we regress Yt – Yt-1 on Yt-1 – Yt-2 and Yt-2 – Yt-3, we end up with a model in which 1 = 0.9949 and 2 = (0.4191) and the (respective) 95% confidence intervals for φ1 and φ2 are [0.579, 1.411] and [(0.819), (0.019)]. This meets the three stationarity conditions of an AR(2) model ( φ2  < 1,  φ1 + φ2 < 1,  and φ2 – φ1 < 1). Further, the explanatory value of the model (R2 = 0.554) does increase noticeably over the simpler ARI(1,1) model (R2 = 0.467).

MA(1)/IMA(1,1).
Before leaving the issue of model selection, we want to consider the potential validity of an IMA(1,1) model. We have already mathematically evaluated the validity of an IMA(1,1) model for Period 1. However, for Period 2, such an evaluation is not necessary. In this case, 1 > 0.5 (specifically, 0.677), and as the textbook states, when 1 is significantly > 0.5, the validity of an MA(1) model is highly doubtful (see p. 150 of the textbook).

	Table 4:  Regressions Results for 1982 – 2007

	Model
	Regress On 
	R2
	Coefficient
	Lower 95%
	Upper 95%
	 φp 

< 1
	φ1 + φ2
< 1
	φ2 – φ1
< 1

	
	
	
	
	
	
	
	
	

	Debt
	
	
	
	
	
	
	
	

	AR(1)
	Yt-1
	0.9928
	0.9720
	0.9371
	1.0069
	Maybe
	NA
	NA

	AR(2)
	Yt-1
	0.9962
	1.6322
	1.3302
	1.9341
	Yes
	Yes
	Yes

	
	Yt-2
	
	(0.6544)
	(0.9526)
	(0.3562)
	
	
	

	
	
	
	
	
	
	
	
	

	Surplus
	
	
	
	
	
	
	
	

	ARI(1,1)
	Yt-1 - Yt-2
	0.4626
	0.6799
	0.3712
	0.9886
	Yes
	NA
	NA

	ARI(2,1)
	Yt-1 - Yt-2
	0.5538
	0.9949
	0.5785
	1.4113
	Yes
	Yes
	Yes

	
	Yt-1 - Yt-2
	
	(0.4191)
	(0.8193)
	(0.0190)
	
	
	

	
	
	
	
	
	
	
	
	

	Ln (Yt)
	
	
	
	
	
	
	
	

	AR(1)
	Ln(Yt-1)
	0.9953
	0.9134
	0.8869
	0.9399
	Yes
	NA
	NA

	AR(2)
	Ln(Yt-1)
	0.9968
	1.3916
	1.0922
	1.6910
	Yes
	Yes
	Yes

	
	Ln(Yt-2)
	
	(0.4478)
	(0.7274)
	(0.1682)
	
	
	

	
	
	
	
	
	
	
	
	

	Diff Ln(Yt)
	
	
	
	
	
	
	
	

	ARI(1,1)
	Ln(Yt-1) - Ln(Yt-2)
	0.6059
	0.7947
	0.5247
	1.0647
	Maybe
	NA
	NA

	ARI(2,1)
	Ln(Yt-1) - Ln(Yt-2)
	0.6438
	1.0297
	0.6226
	1.4367
	Yes
	Yes
	No

	
	Ln(Yt-2) - Ln(Yt-3)
	
	(0.2986)
	(0.6936)
	0.0963
	
	
	

	
	
	
	
	
	
	
	
	


Source:  Excel Data file (worksheet = Summary) that accompanies this report.

Summary of Model Selection
The fitted ARIMA process for both Periods 1 and 2 is ARI(2,1). We do have the option of using the more parsimonious ARI(1,1) model for either period. However, the increase in explanatory power combined with the potential for modeling oscillation caused me to prefer an ARI(2,1) model.

Step 2:  Estimating Parameters of the Models
As already shown in the previous section, the R2 and coefficient values for the two models selected are as follows.

	Table 5:  Summary of the Models for the Two Periods

	
	Period 1

(1950 – 1981)
	Period 2

(1982 – 2007)

	Model Selected
	ARI(2,1)
	ARI(2,1)

	R2
	0.541
	0.554

	φ1
	0.6029
	0.9949

	φ2
	(0.6639)
	(0.4191)


These values come from regression analysis run on the first-difference data for each period. Notice that both models explain approximately an equal amount of the variance. In addition, both models indicate that oscillation is occurring. Also, note that while the surplus level for Period 1 is based approximately evenly on the first differences of the two previous years, the surplus level for Period 2 is based more heavily on the previous year’s first difference.

Step 3:  Diagnosing Appropriateness of the Fitted Models
We want the models specified for Periods 1 and 2 to fit the data as well as possible. If the model and data matched perfectly, the predicted values from the models and the data would be the same. In other words, the residuals (actual values – predicted values) would equal zero.

Since a perfect match never occurs, the issue becomes how well the model and data match. To determine this, we will examine and evaluate the residuals in two ways. First, we will visually examine the variance of residuals to see how many (if any) residuals seem to be significantly greater than zero. Second, we will use the Box-Pierce and Ljung-Pierce statistics to test whether variation in the residuals can be considered to be white noise. If they are a white-noise process, we can conclude that the residuals are close to zero, and consequently that the models fit the data acceptably well.

Period 1  (1950 – 1981)
Variance of residuals.
Figure 4 displays the standardized residuals for Period 1. The data is very well behaved, with nearly 90% of the data points falling within one standard deviation of the mean. The two values that exceed 2 are to be expected in a sample of this size. As a result, we conclude that the variance of residuals indicates the model fits the data acceptably well.
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Tests of white noise.

Figure 5 shows that none of the individual autocorrelations comes close to exceeding 2 times the standard error (0.354). However, the residuals when taken together might exceed an acceptable level. As a result, we conduct the following tests.

Box-Pierce and Ljung-Box statistics.
The Box-Pierce (Q) and Ljung-Box (QLB) statistics are each used to test how close to zero the residuals are (i.e., whether they can be considered a white-noise process). Each statistic is incorporated into a hypothesis test in which we assume the residuals are independently distributed (i.e., the residuals are white noise). When n is large enough, the statistics are assumed to have a χ2 distribution. QLB is more reliable than Q since its distribution is closer to a χ2 distribution when samples are small (such as in this study). For decision-making purposes, we use a one-tailed test with α = 0.10.

The Box-Pierce statistic for Period 1 is 7.85. It includes 32 observations and 25 lags. Since for Period 1 we have proposed an ARI(2,1) model, the degrees of freedom are 23 (25 – 2 – 0). The χ2.90 value = 32.01. The p-value for Q = 7.85 is 0.999. As a result, we fail to reject H0 and therefore assume that the residuals are white noise (i.e., independent).

The Ljung-Box statistic for Period 1 is 14.81. The p-value is 0.901. As a result, we fail to reject H0 and therefore assume that the residuals are white noise (i.e., independent).

Period 2  (1982 – 2007)
Variance of residuals.
Figure 6 displays the standardized residuals for Period 2. The residuals reflect what would be expected of a normal distribution (i.e., about 70% of the residuals are within one standard deviation of the mean). As a result, we conclude that the variance of residuals indicates the model fits the data acceptably well.


Tests of white noise.

Figure 7 shows that none of the individual autocorrelations comes close to exceeding 2 times the standard error (0.392). However, the residuals when taken together might exceed an acceptable level. As a result we conduct the following tests.

Box-Pierce and Ljung-Box statistics.
The Box-Pierce statistic for Period 2 is 4.05. It includes 26 observations and 23 lags. Since for Period 2 we have proposed an ARI(2,1) model, the degrees of freedom are 21 (23 – 2 – 0). The χ2.90 value = 29.62. The p-value for Q = 7.85 is 0.99998. As a result, we fail to reject H0 and therefore assume that the residuals are white noise.

The Ljung-Box statistic for Period 2 is 10.66. The p-value is 0.9689. As a result, we fail to reject H0 and therefore assume that the residuals are white noise.

Summary of Model Diagnosis
The evidence, based on the variance of residuals and the Box-Pierce and Ljung-Box statistics, is fairly strong that the fitted AR(2,1) models fit the data acceptably well.

Conclusion
This study investigated whether the debt of the federal government can be modeled using time-series ideas. Since 1950, 3 distinct periods of debt accumulation have occurred (1950 – 1981, 1982 – 2007, and 2008 – Present). Each period has to be modeled separately.

Debt has grown during most of the years in our time series. As a result, we had to use first differences rather than debt itself. In other words, we found that debt could not be modeled, but that the government’s surplus/deficit was able to be modeled.

While the two periods (1950 – 1981 and 1982 – 2007) have to be dealt with separately, some similarities exist. For example, an ARI(2,1) model fits both periods. In other words, the current year’s deficit is related not only to the past year’s deficit, but also to the deficit from two years ago. Furthermore, we saw what was possibly oscillation during both periods. When we compare the two models, we see that they account for the fact that debt has accrued faster during Period 2 than during Period 1 (e.g., 1 is greater for Period 2).

Analysis of the residuals showed that the model selected for each period fits the data acceptably well. Standardized residuals showed significant evidence of being white noise, while the Box-Pierce and Ljung-Box statistics supported the belief that the residuals for the model were acceptably low.
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      1In this study, surplus or deficit is not the number officially reported by the U.S. government, but a simpler and more reliable estimate which is described in the Data section.


      2Specifically, the Consumer Price Index – All Urban Consumers (CPI-U), hereafter referred to as the CPI. These data are found at the U.S. Department of the Treasury website (ftp://ftp.bls.gov/pub/special.requests/cpi/cpiai.txt).


      3All regression results are in the Excel worksheet accompanying this report. The tabs for regression-related calculations (that are used in the report) are colored pink and use an identifier such as ARI(2,1)50. This particular identifier indicates that the regression was a two-variable regression run on the first difference of Yt-1 – Yt-2 and Yt-2 – Yt-3. The 50 means it begins with the year 1950 (and ends with 1981, the last year of Period 1). The identifier AR(2,1)82, on the other hand, is the same type of regression but for the years 1982 – 2007.





