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Time Series VEE Student Project

Fall 2011

New Jersey Unemployment

Introduction

In recent years, a heightened importance has been placed on monitoring the unemployment rate, as it is one of the most important indicators of overall economic strength.  The goal of this project is to model the monthly unemployment rate in New Jersey from January 2001 to December 2010.  I’ll then use this model to predict 2011 monthly unemployment rates and compare them to rates that were actually seen during this past year.  First and second differences of the data set will be examined, and three different models will be contemplated.  

Data

The data used for this project comes from the Bureau of Labor Statistics website (http://data.bls.gov/timeseries/LASST34000003).  This data has already been adjusted for seasonality.  All analysis for this project has been performed in Excel, using the Regression add-in feature.  

Analysis

The graph below shows the monthly unemployment rate in New Jersey from January 2001 to December 2010.  Notice that, like most states, New Jersey has experienced noticeably higher unemployment rates during the recent economic downturn.    
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To test for stationarity, we examine the autocorrelation function shown below.
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Since the autocorrelation function does not immediately decay to zero, unemployment rates are highly correlated, and the time series lacks stationarity.  To find a better data set to model, I examined the first and second differences of NJ unemployment rates.  Their respective autocorrelation functions are shown below.
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Autocorrelation of First Differences
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You can see that the autocorrelation of first differences is similar to that of the original data set.  It takes several lags to approach zero.  The autocorrelation of second differences, however, decays immediately.  Because of this, it can be considered a stationary time series, and we will focus on this data set when building our models.
Modeling

I used the second differences of New Jersey monthly unemployment rates to construct three different models:  ARIMA(1,1,0), ARIMA(2,1,0) and ARIMA(3,1,0).  Results generated by the Excel Regression add-in feature are shown below.

ARIMA(1,1,0)

[image: image5.emf]SUMMARY OUTPUT

Regression Statistics

Multiple R 0.53337059

R Square 0.28448419

Adjusted R Square 0.27826231

Standard Error 0.07185837

Observations 117

ANOVA

df SS MS F Significance F

Regression 1 0.236097561 0.236097561 45.723213 5.96123E-10

Residual 115 0.593816969 0.005163626

Total 116 0.82991453

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -0.0008547 0.006643309 -0.12865589 0.8978547 -0.014013817 0.012304416 -0.014013817 0.012304416

X Variable 1 -0.5365854 0.079354298 -6.76189416 5.961E-10 -0.693770958 -0.379399773 -0.693770958 -0.379399773



The model becomes Y(t) = -0.0008547 – 0.5365854*Y(t-1) + e(t)
ARIMA(2,1,0)
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Regression Statistics

Multiple R 0.53669981

R Square 0.28804669

Adjusted R Square 0.27544575

Standard Error 0.07186247

Observations 116

ANOVA

df SS MS F Significance F

Regression 2 0.23609896 0.11804948 22.859137 4.60798E-09

Residual 113 0.583556213 0.005164214

Total 115 0.819655172

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -0.0017255 0.006672755 -0.25858459 0.7964262 -0.014945402 0.011494459 -0.014945402 0.011494459

X Variable 1 -0.5373966 0.093422146 -5.75234711 7.635E-08 -0.722482731 -0.35231049 -0.722482731 -0.35231049

X Variable 2 -0.001547 0.094002059 -0.01645734 0.9868986 -0.187782057 0.184688009 -0.187782057 0.184688009


The model becomes Y(t) = -0.0017255 – 0.5373966*Y(t-1) – 0.001547*Y(t-2) + e(t)
ARIMA(3,1,0)
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Regression Statistics

Multiple R 0.58642634

R Square 0.34389586

Adjusted R Square 0.32616331

Standard Error 0.06960488

Observations 115

ANOVA

df SS MS F Significance F

Regression 3 0.281874987 0.093958329 19.393486 3.50654E-10

Residual 111 0.537777187 0.00484484

Total 114 0.819652174

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -0.0020968 0.006492309 -0.32296786 0.7473272 -0.01496175 0.010768136 -0.01496175 0.010768136

X Variable 1 -0.5456507 0.091277041 -5.9779626 2.795E-08 -0.726522289 -0.364779188 -0.726522289 -0.364779188

X Variable 2 0.13432258 0.102922969 1.305078767 0.194565 -0.069626153 0.338271316 -0.069626153 0.338271316

X Variable 3 0.27057331 0.091224171 2.966026492 0.0036943 0.089806523 0.451340094 0.089806523 0.451340094


The model becomes Y(t) = -0.0020968 – 0.5456507*Y(t-1) + 0.13432258*Y(t-2) + 0.27057331*Y(t-2) + e(t)
A summary table is provided below for comparison purposes.
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Chi-Square

(110 Lags) Box-Pierce Durbin-Watson

ARIMA(1,1,0) 0.284 0.278 128.298 65.674 1.981

ARIMA(2,1,0) 0.288 0.275 128.298 64.448 2.010

ARIMA(3,1,0) 0.344 0.326 128.298 50.084 2.048


Although the R-squared and adjusted R-squared values are slightly higher for the ARIMA(3,1,0) model, all three models have similar fits.  In interpreting the Box-Pierce statistics, I used the first 110 lags and tested at the 10% significance level.  Since the Box-Pierce statistics are lower than the chi-squared critical values, we cannot reject the null hypotheses that the residuals are comprised of strictly random components (white noise).  The Durbin-Watson statistics for all three models are very close to 2.0, which provide strong evidence against the existence of autocorrelation in the residuals.
Model Validation    
An additional way of validating which model provides the best fit is to compare each model forecast with actual unemployment rates during 2011.  You can see that each of the ARIMA models produces a very similar forecast.  
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New Jersey Unemployment Rate - Jan '11 - Nov '11
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Conclusion

Because of the forecast results, and because of the very similar adjusted R-squared values, Box-Pierce statistics, and Durbin-Watson statistics, I would choose the ARIMA(1,1,0) model.  This selection is consistent with the principle of parsimony, which advocates the use of the simplest model (fewest parameters) that adequately represents the time series.
