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Regression Analysis 

 Student Project

Fall 2011

Nutritional Value of McDonald’s Menu 

Introduction


I designed my regression analysis student project to delve down into the driving force behind the high caloric count of many McDonald’s meal options.  In the past, I have always tried to steer clear of fast food and make healthier selections.  However, as my son grows and continually demands “chick fries” (chicken nuggets and french fries) every time he sees the golden arches through his back seat window I have succumb on more than one occasion.   Through this regression analysis I hope to determine the key drivers behind the calories in McDonald’s menu options in order to make healthier food selections for my family.
Data

I selected the 56 main lunch and dinner menu options for this regression analysis.  The data was obtained from the following website:

http://www.mcdonalds.com/us/en/food/food_quality/nutrition_choices.html
Definition of Variables

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6
Y = Calories
α = Intercept

βi = least squares coefficients

X1 = Total Fat (g)
X2 = Saturated Fat (g)
X3 = Carbs (g)
X4 = Dietary Fiber (g)
X5 = Sugars (g)
X6 = Protein (g)
Hypothesis
The null hypothesis is that all least squares coefficients are zero:
β1 = β2= β3 = β4 = β5 = β6 = 0
Data Analysis

This project utilizes the Excel data analysis regression tool to develop and analyze different models.  I will start with the six variables above and I intend to eliminate variables to determine the best fit model for predicting calories as appropriate.

Full Model - 6 Variable Regression Model
Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6
The excel regression analysis tool produces the following results for the 6 variable model:
Exhibit 1
	Regression Statistics
	
	
	

	Multiple R
	0.999773908
	
	
	

	R Square
	0.999547867
	
	
	

	Adjusted R Square
	0.999492503
	
	
	

	Standard Error
	4.393813822
	
	
	

	Observations
	56
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	                    df
	SS
	MS
	F

	Regression
	6
	2091300.008
	348550
	18054.35

	Residual
	49
	945.9743954
	19.3056
	

	Total
	55
	2092245.982
	 
	 

	
	
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-1.869984297
	1.56372249
	-1.19585
	0.2375085

	Total Fat (g)
	8.911011502
	0.120228939
	74.11703
	0.0000000

	Saturated Fat (g)
	0.426969152
	0.233793125
	1.826269
	0.0739055

	Carbs (g)
	4.101853822
	0.068965107
	59.47723
	0.0000000

	Dietary Fiber (g)
	-0.598896654
	0.469347351
	-1.27602
	0.2079639

	Sugar (g)
	0.031003563
	0.151973967
	0.204006
	0.8391939

	Protein (g)
	3.917747669
	0.088575776
	44.23046
	0.0000000


The equation for this model is:

Y = -1.87 + 8.911X1 + 0.427X2 + 4.102X3 – 0.599X4 + 0.031X5 + 3.918X6
The R2 for the full model is .99955.  This indicates that 99.955% of the variation of Y about the average of the Y’s can be explained by the 6 explanatory variables, implying that our initial model would be an appropriate model.  Note that the full model has an F-statistic of 18,054.  However, sugar has the highest p-value (0.8392) and the lowest t statistic (0.204).  These statistics indicate that sugar is not a good explanatory variable.  Therefore it will be eliminated from the next model and the remaining 5 explanatory variables will be examined to determine the best fit model for predicting calories.  
5 Variable Regression Model

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β6X6
The excel regression analysis tool produces the following results for the 5 variable model:
Exhibit 2
	Regression Statistics
	
	
	

	Multiple R
	0.999773716
	
	
	

	R Square
	0.999547483
	
	
	

	Adjusted R Square
	0.999502231
	
	
	

	Standard Error
	4.351500575
	
	
	

	Observations
	56
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	                     df
	SS
	MS
	F

	Regression
	5
	2091299.204
	418259.8409
	22088.59

	Residual
	50
	946.7778626
	18.93555725
	

	Total
	55
	2092245.982
	 
	 

	
	
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-1.82442604
	1.532789468
	-1.1902653
	0.2395629

	Total Fat (g)
	8.896523709
	0.096079356
	92.5955800
	0.0000000

	Saturated Fat (g)
	0.444357271
	0.215606216
	2.0609669
	0.0445264

	Carbs (g)
	4.108628934
	0.059860098
	68.6371902
	0.0000000

	Dietary Fiber (g)
	-0.591854818
	0.463568672
	-1.2767360
	0.2075933

	Protein (g)
	3.921261792
	0.086047959
	45.5706542
	0.0000000


The equation for this model is:

Y = -1.824 + 8.8965X1 + 0.444X2 + 4.109X3 – 0.592X4 + 3.92X6 

The R2 remains high at 99.95% after sugar has been removed as an explanatory variable, signifying that the remaining 5 variables explain almost all of the variation of Y about the average of the Y’s.  The F-statistic of this model (22,089) is higher than that of the full model (18,084), which implies the 5 variable regression model is a better fit.  However, dietary fiber has the highest p-value (0.2076) and the lowest t statistic (-1.277).  These statistics indicate that dietary fiber is not a good explanatory variable.  Therefore it will be eliminated from the next model and the remaining 4 explanatory variables will be examined to refine the model for predicting calories.
 4 Variable Regression Model

Y = α + β1X1+ β2X2+ β3X3+ β6X6 
The excel regression analysis tool produces the following results for the 4 variable model:
Exhibit 3
	Regression Statistics
	
	
	

	Multiple R
	0.999766338
	
	
	

	R Square
	0.99953273
	
	
	

	Adjusted R Square
	0.999496081
	
	
	

	Standard Error
	4.378297322
	
	
	

	Observations
	56
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	                     df
	SS
	MS
	F

	Regression
	4
	2091268.338
	522817.0846
	27273.40

	Residual
	51
	977.6438594
	19.16948744
	

	Total
	55
	2092245.982
	 
	 

	
	
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-2.063619945
	1.530665129
	-1.348185116
	0.183556

	Total Fat (g)
	8.911571561
	0.095940894
	92.88605896
	0.000000

	Saturated Fat (g)
	0.488466088
	0.21413083
	2.281157214
	0.026747

	Carbs (g)
	4.077392572
	0.054968434
	74.17698309
	0.000000

	Protein (g)
	3.88692652
	0.082240834
	47.26273226
	0.000000


The equation for this model is:

Y = -2.064 + 8.891X1 + 0.488X2 + 4.077X3 + 3.887X6 

After eliminating dietary fiber as an explanatory variable, the R2 of this model (99.95%) remains high and close to the R2 of the full model (99.955%).  This indicates the 4 variable regression model is still a good fit.  The F-statistic of the 4 variable model (27,273) is higher than that of the 5 variable mode (22,089), which implies the 4 variable model is a better fit.  In this model, however, saturated fat has the highest p-value at 0.027 and the lowest t-statistic at 2.281.  These statistics imply this variable is not a good explanatory variable for the regression model.  Therefore, saturated fat will be eliminated from the model and the 3 remaining variables will be examined to determine the best fit model for predicting calories.
3 Variable Regression Model

Y = α + β1X1 + β3X3+ β6X6 
The excel regression analysis tool produces the following results for the 3 variable model:
Exhibit 4
	Regression Statistics
	
	
	

	Multiple R
	0.999742493
	
	
	

	R Square
	0.999485053
	
	
	

	Adjusted R Square
	0.999455345
	
	
	

	Standard Error
	4.5518291
	
	
	

	Observations
	56
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	                     df
	SS
	MS
	F

	Regression
	3
	2091168.586
	697056.1955
	33643.09

	Residual
	52
	1077.395704
	20.71914815
	

	Total
	55
	2092245.982
	 
	 

	
	
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-2.405804906
	1.583672335
	-1.519130474
	1.35E-01

	Total Fat (g)
	9.001097045
	0.091016632
	98.89507969
	7.08E-61

	Carbs (g)
	4.072018856
	0.05709458
	71.32058527
	1.51E-53

	Protein (g)
	3.966745642
	0.077375709
	51.26603275
	3.39E-46


The equation for this model is:

Y = -2.064 + 9.001X1 + 4.072X3 + 3.967X6 
After eliminating saturated fat as a variable, the R2 of this model (99.94%) remains high and close to the R2 of the full model (99.955%).  This indicates the 3 variable regression model is still a good fit.  The F-statistic of the 3 variable model (33,643) is higher than that of the 4 variable model (27.273), which implies the 3 variable model is a better fit.  At this point it appears that the p-values of all explanatory variables are close to zero which would imply we have found the best fit model.  However, to ensure we are correct, I will continue the analysis.  Protein has the highest p-value and the lowest t-statistic so it will be removed from the model and the remaining 2 explanatory variables will be examined. 
2 Variable Regression Model

Y = α + β1X1 + β3X3 
The excel regression analysis tool produces the following results for the 2 variable model:
Exhibit 5
	Regression Statistics
	
	
	

	Multiple R
	0.986639947
	
	
	

	R Square
	0.973458385
	
	
	

	Adjusted R Square
	0.972456815
	
	
	

	Standard Error
	32.36921072
	
	
	

	Observations
	56
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	                   df
	SS
	MS
	F

	Regression
	2
	2036714.395
	1018357.197
	971.9320812

	Residual
	53
	55531.58755
	1047.765803
	

	Total
	55
	2092245.982
	 
	 

	
	
	
	
	

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	17.34888904
	10.92343528
	1.588226469
	0.118183624

	Total Fat (g)
	11.76546364
	0.521427351
	22.56395567
	7.60384E-29

	Carbs (g)
	4.352351392
	0.404147618
	10.76921204
	5.91419E-15


The equation for this model is:

Y = 17.349 +11.765X1 + 4.352X3 

After eliminating protein as an explanatory variable, the R2 for this model drops down to 97.35%.  The standard error of the 2 variable regression model jumped way up, from 1.58 in the 3 variable model to 10.92.  Also, the F-statistic of this model plummeted from 33,643 to 972 in the 2 variable model.  These statistics indicated that the 2 variable regression model is not the best fit model for predicting calories.  
Conclusion


This project began by examining a 6 variable regression model with explanatory variables including total fat, saturated fat, carbs, dietary fiber, sugar and protein in order to produce the best fit model for predicting calories.  By the process of eliminating one variable at a time that were not a good fit, this analysis demonstrates that the 3 variable model including total fat, carbs and protein is the best fit multi-variable model.  

In order to ensure that a single variable model would not produce a better result, I also ran a regression analysis for each explanatory variable individually.  Some statistics from these runs are included in the table below (Exhibit 6).  It appears that, individually, total fat is the highest contributor to calories, given that it has the highest R2 and F-statistic of the single models.  However, the single variable model based on total fat is not a better fit than the 3 variable model. 
    Exhibit 6
	Model
	R2
	F-statistic
	Standard Error

	Full Model
	99.955%
	18,054
	1.564

	5 Variable Model
	99.955%
	22,089
	1.533

	4 Variable Model
	99.953%
	27,273
	1.531

	3 Variable Model
	99.949%
	33,643
	1.584

	2 Variable Model
	97.346%
	972
	10.923

	Total Fat
	91.538%
	584
	15.218

	Saturated Fat
	59.818%
	80
	27.715

	Carbs
	71.849%
	138
	35.209

	Dietary Fiber
	20.597%
	14
	45.015

	Sugar
	2.744%
	2
	40.379

	Protein
	70.357%
	128
	29.548



The 3 variable model produces roughly the same R2 as all the other multi-variable models – implying that it explains ~99.9% of the variation between calories and the average amount of calories.  The 3 variable model also produces standard error that is only minimally higher than any of the multi-variable models.  Given that this model generates the highest F-statistic, I am concluding that the best fit model for predicting calories is the 3 variable model with the following equation:
Y = -2.064 + 9.001X1 + 4.072X3 + 3.967X6 

The key drivers behind the caloric counts in McDonalds lunch and dinner menu are total fat, carbs and protein.
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