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Introduction

According to http://seer.cancer.gov, in 2011 it was estimated that 66,360 men and women would be diagnosed with and 19,320 would die from Non-Hodgkin's Lymphoma in the United States. In September 2008, this statistic came all to close a reality for my family and I. My mom was diagnosed with stage 4 Non-Hodgkin's Lymphoma. Miraculously, three months later, she was cancer-free and still is to this day. For this project I thought it would be interesting to see just how prevalent this cancer is.
I performed 4 time series models – ARIMA(1,1,0), ARIMA(2,1,0), ARIMA(1,2,0), and ARIMA(2,2,0) and applied Regression techniques in order to determine the best fit for modeling Non-Hodgkin’s Lymphoma incidence rates.

Data

The data I used comes from http://seer.cancer.gov. I am examining the Non-Hodgkin’s Lymphoma incident rates per 100,000 individuals for all races and both male and female combined.

Model Specification
Below is a graph of the raw data:
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According to the data, the incidence rate has continued to rise throughout the years, with a slight leveling off since 2004. In a matter of 33 years, the Non-Hodgkin’s Lymphoma incidence rate has just about doubled, rising from 11.070 to 20.810, with an average rate of 17.296.

Let’s examine the autocorreclation of the Non-Hodgkin’s Lymphoma incidence rate. This will help us determine the stationarity of the series. The formula used to calculate the sample autocorrelations is as follows:
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For a stationary series, as k increases, the autocorrelation function should move to zero. Based on this data, the sample autocorrelations decrease, become negative, and then increase, never converging to 0. Therefore, the Non-Hodgkin’s Lymphoma incidence rate is not a stationary series.

In order to make our time series stationary, let’s take the first difference and second difference autocorrelations and look at those graphs.
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This series oscillates around 0 from lag 2 on with decreasing amplitude, ultimately converging to 0. Also, no trend can be seen. Therefore this time series appears to be stationary.
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The time series of the 2nd differences does not look too different from the graph of the 1st differences. This series appears to be stationary as well as it oscillates around 0 and ultimately converges to 0. Regardless if we are over differencing here, we shall exam 4 ARIMA models considering both first and second differences.

The sudden increase from lag 2 to lag 3 may be an indication that there is no moving average process of order less than 2. Therefore, we will consider the following autoregressive models: ARIMA(1,1,0), ARIMA(2,1,0), ARIMA(1,2,0), and ARIMA(2,2,0).  
Model Evaluation

Using the Regression analysis tool in Excel, below are the formulas for obtaining the autoregressive parameters. To determine if each series is stationary, we will test if the sum of the coefficients is less than 1.

ARIMA (1,1,0): yt = 0.346 – 0.145 yt-1 + et
· φ(1)+ φ(2) = 0.346 + -0.145 = 0.201
ARIMA (2,1,0): yt = 0.415 – 0.171 yt-1 – 0.165 yt-2 + et
· φ(1)+ φ(2) + φ(3)  = 0.415 + -0.171 + -0.165 = 0.078
ARIMA (1,2,0): yt = 0.002 – 0.510 yt-1 + et
· φ(1)+ φ(2) = 0.002 + -0.510 = -0.509
ARIMA (2,2,0): yt = -0.025 – 0.793 yt-1 – 0.665 yt-2 + et
· φ(1)+ φ(2) + φ(3)  = -0.025 + -0.793 + -0.665 = -1.48
For each model listed above, the sum of the coefficients is less than 1. Therefore, all of these models are stationary. Let’s apply some more tests to determine which model is the best fit.

By looking at the R Squared values, the 2nd difference ARIMA models appear to be a better fit, with ARIMA (2,2,0) being the best fit, because they have larger R Squared values.

	Time Series Model
	ARIMA(1,1,0)
	ARIMA(2,1,0)
	ARIMA(1,2,0)
	ARIMA(2,2,0)

	Box Pierce Q-Stat
	18.23
	19.95
	35.51
	15.77

	Chi-Squared at 10%
	41.42
	40.26
	40.26
	39.09

	R Square
	0.02
	0.05
	0.24
	0.56


We use the Box Pierce test to test the hypothesis that the residuals follow a white noise process. If the Box Pierce Q Statistic is less than the critical value (Chi-Squared value at a 10% significance level), then we cannot reject our null hypothesis.
The results show that for all four models, we cannot reject the null hypothesis that the residuals are a white noise process. This means that all four models are a suitable portrayal of the time series. 

Lastly, we shall take a look at the graphs of the 1st difference models versus the actual 1st differences and the 2nd difference models versus the actual 2nd differences.
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The graphs of ARIMA (1,1,0) and ARIMA (2,1,0) do not fit well with the actual 1st differences. This is due to the low R Squared values.
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The ARIMA (1,2,0) graph does not appear to be a good fit either. The ARIMA (2,2,0) graph is the best fit out of all the models tested, as it most closely resembles the actual 2nd differences graph. This model also had the highest R Squared value and the lowest Q Statistic in the Box Pierce Test, indicating that it is the best fit.

Conclusion
After testing four different ARIMA models (ARIMA (1,1,0), ARIMA (2,1,0), ARIMA (1,2,0), and ARIMA (2,2,0)), I have concluded that ARIMA (2,2,0) is the best fit for modeling Non-Hodgkin’s Lymphoma Incidence Rates because it has the lowest Box Pierce Q Statistic, highest R Squared, and best fit in the graphs.
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