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Introduction

As an actuarial student, I spend a lot of time in cafes and coffee houses studying.  Since I also work full-time, I try to take advantage of my commute home and will usually stop at the Corner Bakery on my drive home every night, where I will study until they close.  Since I spend so much time eating in Corner Bakery restaurants, I thought it would be interesting to conduct a regression analysis on the nutritional data for all of the sandwiches on Corner Bakery’s menu.

Data Source
For this analysis, I downloaded all of the nutritional data for Corner Bakery sandwiches from the website listed below:

http://www.cornerbakerycafe.com/Files/Misc/Nutritionals2008.pdf
I then copied the data into Excel and formatted it, so that it could be used for the regression analysis.  All nutritional data that was used in my analysis can be found on the “Nutritional Data” tab of the attached Excel workbook.

Formulas and Variables

Please see below for the regression equation we are going to fit to each model and the definition of each variable used in the formula.

Regression Formula
Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6+ β7X7
Variable Definition
Y = Calories
α = Intercept

βi = least squares coefficients

X1 = Carbohydrates (g)
X2 = Protein (g)
X3 = Total Fat (g)
X4 = Cholesterol (g)
X5 = Sodium (mg)
X6 = Sugar (g)

X7 = Fiber (g)

Hypothesis

My null hypothesis for this analysis is that all of the least squares coefficients are zero:

Β1 = 0

Β2 = 0

Β3 = 0

Β4 = 0

Β5 = 0

Β6 = 0

Β7 = 0

I will use Excel’s Data Analysis tool to perform a regression analysis on the full model and to evaluate different models using different numbers of variables.  I will then evaluate single variable models to see which variable has the strongest correlation with the number of calories.

Full Regression Model

The first regression analysis I conducted was on the full model using all seven variables.  The equation for this model is as follows:

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6 + β7X7

Regression Analysis Output

I used the Data Analysis Regression tool in Excel to determine the intercept and the least squared coefficients in the formula above.  The summary output produced from the full model data is below:
[image: image1.emf]Regression Statistics

Multiple R 0.998203844

R Square 0.996410915

Adjusted R Square 0.994616372

Standard Error 9.579842209

Observations 22

ANOVA

df SS MS F Significance F

Regression 7 356,696.99 50,956.71 555.25 5.14993E-16

Residual 14 1,284.83 91.77

Total 21 357,981.82

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 26.672667167 21.335216732 1.250170903 0.231730927 -19.086821523 72.432155857

Total Fat 9.391449864 0.230059887 40.821761626 0.000000000 8.898020482 9.884879245

Carbs 3.741334902 0.294817135 12.690357693 0.000000005 3.109015037 4.373654768

Fiber -3.889828366 1.536575689 -2.531491545 0.023961666 -7.185455439 -0.594201292

Sugar 0.563069400 0.717595385 0.784661401 0.445727202 -0.976019623 2.102158423

Protein 4.325935600 0.334329476 12.939139128 0.000000004 3.608870193 5.043001006

Cholesterol -0.050673771 0.031967158 -1.585182258 0.135247220 -0.119236505 0.017888963

Sodium 0.000374347 0.004566796 0.081971480 0.935829805 -0.009420456 0.010169150


Using the summary, we are able to identify the intercept and the least square coefficients, so that the equation becomes:
Y = 26.67 + 9.39X1+ 3.74X2 - 3.89X3+ 0.56X4+ 4.33X5 - 0.05X6 + 0.00X7

The R2 for this model is 99.64%, which indicates that 99.64% of the variation of Y (number of calories) is explained by the regressors in the model – this is the full model, so all of the variables have been included, and it seems like it is a good model to predict future outcomes.  When I looked at each individual variable I saw that sodium had a high P-Value and low t-statistic.  This indicates that sodium is not a good predictor, so I will eliminate it from the next model to see if I can find a better fit. 
Six Variable Regression Model

The second regression analysis I conducted used all of the original variables, with the exception of sodium.  The equation for this model is as follows:

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6 

Regression Analysis Output

I used the Data Analysis Regression tool in Excel to determine the intercept and the least squared coefficients in the formula above.  The summary output produced from the six variable model data is below: 


[image: image2.emf]Regression Statistics

Multiple R 0.998202981

R Square 0.996409192

Adjusted R Square 0.994972869

Standard Error 9.257227553

Observations 22

ANOVA

df SS MS F Significance F

Regression 6 356,696.37 59,449.40 693.72 1.85054E-17

Residual 15 1,285.44 85.70

Total 21 357,981.82

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 26.570690376 20.581644708 1.290989654 0.216249985 -17.298046680 70.439427432

Total Fat 9.392360192 0.222053132 42.297805465 0.000000000 8.919065146 9.865655238

Carbs 3.751764138 0.256994223 14.598632185 0.000000000 3.203993920 4.299534356

Fiber -3.928838710 1.411819169 -2.782820063 0.013934212 -6.938060023 -0.919617396

Sugar 0.559299072 0.692003440 0.808231635 0.431589406 -0.915671339 2.034269484

Protein 4.333745815 0.309673143 13.994580783 0.000000001 3.673693138 4.993798492

Cholesterol -0.050212151 0.030407513 -1.651307382 0.119450906 -0.115024230 0.014599929


Using the summary, we are able to identify the intercept and the least square coefficients, so that the equation becomes:

Y = 26.57 + 9.39X1+ 3.75X2 - 3.92X3+ 0.56X4+ 4.33X5 - 0.05X6 

The R2 for this model is also 99.64%, which indicates that 99.64% of the variation of Y (number of calories) is explained by the regressors in the model and that the six variables left explain as much of the variation of Y as the seven variables in the full model.  The F-statistic of 693.72 is higher than the F-statistic in the full model, though, so this model is a better fit than the full model.  When I examined each individual variable I saw that sugar had a high P-Value and low t-statistic.  This indicates that sugar is not a good predictor, so I will eliminate it from the next model to see if I can find a better fit. 

Five Variable Regression Model

The third regression analysis I conducted was with the five variable regression model.  The equation for this model is as follows:

Y = α + β1X1+ β2X2+ β3X3+ β5X5+ β6X6

Regression Analysis Output

I used the Data Analysis Regression tool in Excel to determine the intercept and the least squared coefficients in the formula above.  The summary output produced from the six variable model data is below: 


[image: image3.emf]Regression Statistics

Multiple R 0.998124649

R Square 0.996252815

Adjusted R Square 0.99508182

Standard Error 9.156363964

Observations 22

ANOVA

df SS MS F Significance F

Regression 5 356,640.39 71,328.08 850.77 8.178E-19

Residual 16 1,341.42 83.84

Total 21 357,981.82

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 32.271694548 19.124524978 1.687450778 0.110910904 -8.270487029 72.813876125

Total Fat 9.332183187 0.206919173 45.100620837 0.000000000 8.893534137 9.770832236

Carbs 3.745278814 0.254070169 14.741119854 0.000000000 3.206674120 4.283883508

Fiber -3.394684577 1.233986306 -2.750990478 0.014205114 -6.010618668 -0.778750486

Protein 4.273847978 0.297398530 14.370777061 0.000000000 3.643391262 4.904304694

Cholesterol -0.048557561 0.030007964 -1.618155795 0.125170336 -0.112171603 0.015056481


Using the summary, we are able to identify the intercept and the least square coefficients, so that the equation becomes:

Y = 26.57 + 9.39X1+ 3.75X2 - 3.92X3+ 4.33X5 - 0.05X6 

The R2 for this model is also 99.63%, which indicates that 99.63% of the variation of Y (number of calories) is explained by the regressors in the model and that the five variables explain almost as much of the variation of Y as the previous models.  The F-statistic of 850.77 is higher than the F-statistic in the previous model, though, so this model is a better fit than the previous model.  When I examined each individual variable I saw that cholesterol had a high P-Value and low t-statistic.  This indicates that cholesterol is not a good predictor, so I will eliminate it from the next model to see if I can find a better fit. 

Four Variable Regression Model

The fourth regression analysis I conducted was with the four variable regression model.  The equation for this model is as follows:

Y = α + β1X1+ β2X2+ β3X3+ β5X5
Regression Analysis Output

I used the Data Analysis Regression tool in Excel to determine the intercept and the least squared coefficients in the formula above.  The summary output produced from the six variable model data is below: 


[image: image4.emf]Regression Statistics

Multiple R 0.997817409

R Square 0.995639582

Adjusted R Square 0.994613601

Standard Error 9.582307285

Observations 22

ANOVA

df SS MS F Significance F

Regression 4 356,420.87 89,105.22 970.43 8.16611E-20

Residual 17 1,560.95 91.82

Total 21 357,981.82

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 13.184660580 15.753932685 0.836912334 0.414252457 -20.053231708 46.422552867

Total Fat 9.170495474 0.189623153 48.361686365 0.000000000 8.770425594 9.570565353

Carbs 3.965019448 0.224723531 17.643988750 0.000000000 3.490894246 4.439144649

Fiber -2.811643935 1.235112855 -2.276426745 0.036041092 -5.417504252 -0.205783618

Protein 4.255805105 0.311014334 13.683630106 0.000000000 3.599622224 4.911987986


Using the summary, we are able to identify the intercept and the least square coefficients, so that the equation becomes:

Y = 13.18 + 9.17X1+ 3.97X2 – 2.81X3+ 4.26X5
The R2 for this model is also 99.56%, which indicates that 99.56% of the variation of Y (number of calories) is explained by the regressors in the model and that the four variables explain almost as much of the variation of Y as the previous models.  The F-statistic of 970.43 is higher than the F-statistic in the previous model, though, so this model is a better fit than the previous model.  When I examined each individual variable I saw that fiber had a high P-Value and low t-statistic.  This indicates that fiber is not a good predictor, so I will eliminate it from the next model to see if I can find a better fit. 

Three Variable Regression Model

The fifth regression analysis I conducted was with the four variable regression model.  The equation for this model is as follows:

Y = α + β1X1+ β2X2+ β5X5
Regression Analysis Output

I used the Data Analysis Regression tool in Excel to determine the intercept and the least squared coefficients in the formula above.  The summary output produced from the six variable model data is below: 


[image: image5.emf]Regression Statistics

Multiple R 0.997151139

R Square 0.994310393

Adjusted R Square 0.993362126

Standard Error 10.63739665

Observations 22

ANOVA

df SS MS F Significance F

Regression 3 355,945.04 118,648.35 1,048.55 2.19611E-20

Residual 18 2,036.78 113.15

Total 21 357,981.82

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 7.124176672 17.237038903 0.413306294 0.68426437010 -29.089498211 43.337851554

Total Fat 8.982511434 0.189492950 47.402879204 0.00000000000 8.584401519 9.380621350

Carbs 3.921221358 0.248551421 15.776298258 0.00000000001 3.399034199 4.443408517

Protein 4.192306300 0.343868114 12.191611050 0.00000000039 3.469866201 4.914746398


Using the summary, we are able to identify the intercept and the least square coefficients, so that the equation becomes:

Y = 7.12 + 8.98X1+ 3.92X2 + 4.19X5
The R2 for this model is also 99.43%, which indicates that 99.43% of the variation of Y (number of calories) is explained by the regressors in the model and that the three variables explain almost as much of the variation of Y as the previous models.  The R2 statistic is starting to get further away from the full model, so it looks like this the four variable model may be the best fit model.  When I examined each individual variable I saw that protein had a high P-Value and low t-statistic.  This indicates that protein is not a good predictor, so I will eliminate it from the next model to see if I can find a better fit. 

Two Variable Regression Model

The last regression analysis I conducted was with the two variable regression model.  The equation for this model is as follows:

Y = α + β1X1+ β2X2
Regression Analysis Output

I used the Data Analysis Regression tool in Excel to determine the intercept and the least squared coefficients in the formula above.  The summary output produced from the six variable model data is below: 


[image: image6.emf]Regression Statistics

Multiple R 0.97330794

R Square 0.947328346

Adjusted R Square 0.941783962

Standard Error 31.50229263

Observations 22

ANOVA

df SS MS F Significance F

Regression 2 339,126.32 169,563.16 170.86 7.16112E-13

Residual 19 18,855.49 992.39

Total 21 357,981.82

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 76.12673369448.216613782 1.5788486110.13087510300-24.791798773177.045266161

Carbs 5.128307173 0.675155363 7.5957438130.00000035887 3.715190758 6.541423589

Total Fat 9.015827651 0.56111864616.0675959040.00000000000 7.841392828 10.190262473


Using the summary, we are able to identify the intercept and the least square coefficients, so that the equation becomes:

Y = 76.13 + 9.02X1+ 5.13X2 
The R2 for this model is also 94.73%, which indicates that 94.73% of the variation of Y (number of calories) is explained by the regressors in the model and that my previous conclusion was correct and the four variable model seems to be the best fit.  

Conclusion

As I mentioned before, I conducted this regression analysis using seven variables: carbohydrates, protein, fat, cholesterol, sodium, sugar and fiber.  I wanted to analyze the data in various forms and produce the best-fit model to predict the number of calories that is in an item on Corner Baker’s menu.  I began by looking at the full model and then, one by one, eliminated the variable that was not a good fit until I was left with a two variable model.  I also examined each of the single variable models to confirm that the four variable model is the best fit.

[image: image7.emf]Model R-Squared Standard Error F-Statistic

Full Model 99.64% 21.34 555.25

Six Variable Model 99.64% 20.58 693.72

Five Variable Model 99.63% 19.12 850.77

Four Variable Model 99.56% 15.75 970.43

Three Variable Model 99.43% 17.24 1048.55

Two Variable Model 94.73% 48.22 170.86

Carbohydrates 23.16% 176.26 6.03

Fat 78.74% 29.45 74.07

Protein 16.21% 135.72 3.87

Cholesterol 0.18% 44.37 0.04

Sodium 6.69% 96.36 1.43

Sugar 4.52% 76.93 0.95

Fiber 18.04% 82.68 4.40


After performing this analysis, I was able to determine that the best model for this project is the four variable model.  I chose the four variable model because the R-squared statistic is very close to the full model’s, the F-statistic is still relatively high and the standard error is the lowest out of all of the different models.  The four variables in the best fit model are carbohydrates, protein, fat and cholesterol and these items are the main factors that predict the number of calories. 
