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Time Series Project

Exam session:  Summer 2010

Project Date:  April 5, 2012
Introduction

For my time series project, I chose to model the price of Poultry, specifically chicken.  It is one of the healthier meats at the grocers, and the only kind that my family consumes.  I thought it would be interesting to model the price of this item over time for my project.

Data

The source of my data is http://www.indexmundi.com/commodities/?commodity=chicken&months=120 , their original source being the USDA Market News.  Data was taken as is without any validation other than reasonability checks.  The price is spot US Cents per Pound of weight for the whole bird, Georgia docks.  Data is for every month for 10 years from Jan 2002 - Dec 2011.
Analysis
First I graphed the price over time to find if there was any variability in price at all.  Please refer tab Original Time Series in the accompanying worksheet.
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It is clear that the price varies over time and that there is an overall upward trend in the prices over 10 years.  Since there are some ups and downs within the 10 years, I decided to test for seasonality by graphing each years data separately by month.  Please refer tab Seasonality.
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Each line in the graph represents one year’s trend.  Although there is some downward trend in prices starting from Sep-Oct, it is not evident in all years and therefore I ruled out seasonality in price of chicken.

Test for Stationarity of Original Time Series
Before modeling the price, I had to first determine if the time series is stationary.  For this, I used the formulas provided in the Illustrative worksheet from NEAS, where the autocorrelation is calculated using the following formula assuming stationarity:
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Please refer tab Original Time Series for the autocorrelation calculations.  The graph of the autocorrelation is below:
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For the time series to be stationary, the autocorrelation has to quickly drop off to zero and oscillate around it.  At 95% confidence level, the autocorrelation points have to be within + or – 0.179. This is not happening in the graph above.  Therefore we conclude that the original time series is not stationary.
Transformation using First Differences

Since the time series is not exhibiting an exponential trend, taking first differences to achieve stationarity is a good first option.  Please refer to tab First Diff for the calculation of the First Diff using the formula  [image: image6.png]Vi




 , and the autocorrelation calculations.  The following graph was produced:
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From the above, it is obvious that the autocorrelation quickly drops to zero around lag 4 and oscillates around it till tapering off to zero eventually.  This points to a stationary process.  Therefore, I did not do any further differencing or other transformations.  We can proceed now with modeling the first difference of the original time series.

ARIMA Models

I decided to use the most common ARIMA model for first differences, namely AR(p) that is the equivalent of ARIMA(p,1,0).  The excel function Regression was used to calculate these.  Detailed results can be found in the tabs AR(1), AR(2), and AR(3).  Following are the results:
First Order Auto Regressive Process - AR(1)
[image: image8.emf]SUMMARY OUTPUT

Regression Statistics

Multiple R 0.723289648

R Square 0.523147915

Adjusted R Square 0.519037122

Standard Error 0.759444259

Observations 118

ANOVA

df SS MS F Significance F

Regression 1 73.39908          73.39908       127.26202   2.25125E-20

Residual 116 66.90365          0.57676       

Total 117 140.30273        

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%Lower 95.0%Upper 95.0%

Intercept 0.0669           0.0714              0.9376          0.3504104 (0.074432)         0.208243     (0.074432)     0.208243       

X Variable 1 0.7235           0.0641              11.2810        2.2512E-20 0.596471          0.850521     0.596471      0.850521       


Second Order Auto Regressive Process - AR(2)
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Regression Statistics

Multiple R 0.76843942

R Square 0.59049914

Adjusted R Square 0.58331492

Standard Error 0.70947132

Observations 117

ANOVA

df SS MS F Significance F

Regression 2 82.74447365 41.372237 82.19385 7.91634E-23

Residual 114 57.38184942 0.5033496

Total 116 140.1263231

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95%Lower 95.0%Upper 95.0%

Intercept 0.0916         0.0672            1.3639        0.175295 (0.041448)         0.224654    (0.041448)     0.224654    

X Variable 1 0.9954         0.0868            11.4657      1.05E-20 0.823460          1.167437    0.823460      1.167437    

X Variable 2 (0.3764)        0.0868            (4.3358)       3.15E-05 (0.548304)         (0.204399)   (0.548304)     (0.204399)   


Third Order Auto Regressive Process - AR(3)
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Regression Statistics

Multiple R 0.77202557

R Square 0.59602348

Adjusted R Square 0.58520268

Standard Error 0.71038754

Observations 116

ANOVA

df SS MS F Significance F

Regression 3 83.3903784127.7967928 55.08128 5.9645E-22

Residual 112 56.520851760.50465046

Total 115 139.9112302

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95%Lower 95.0%Upper 95.0%

Intercept 0.1034         0.0681            1.5191        0.131543 (0.031456)    0.238226    (0.031456)     0.238226    

X Variable 1 0.9494         0.0938            10.1178       1.75E-17 0.763512     1.135370    0.763512      1.135370    

X Variable 2 (0.2557)        0.1276            (2.0042)       0.047467 (0.508431)    (0.002906)   (0.508431)     (0.002906)   

X Variable 3 (0.1211)        0.0938            (1.2911)       0.199332 (0.306998)    0.064757    (0.306998)     0.064757    


Analysis of results
Test of stationarity:

AR(1):

The solution of the AR(1) process [image: image12.png]oY, te,



   should satisfy the stationarity condition of [image: image14.png]lol <1



.  
For our data,  [image: image16.png]¥, = 0.7235Y,_, +0.0669




The condition is satisfied.
AR(2):

The solution of the AR(2) process [image: image18.png],=¢,Y, 1 +e,Y._,+e,



should satisfy the following stationarity conditions:
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, and [image: image24.png]lo,| <1



.

For our data, [image: image26.png]Y, = 0.9954Y,_, —0.3764Y,_, + 0.0916




All three conditions are satisfied.

AR(3):

The solution of the AR(3) process [image: image28.png],=¢ Y, s +@Y, , +o¥, 5 te,



should satisfy the following stationarity conditions:
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For our data, [image: image34.png]Y, = 0.9494Y,_, — 0.2557Y,_, — 0.1211Y,_; + 0.1034




Both conditions are satisfied.

Test of the null hypothesis that the residuals are white noise
Two tests are used to test this hypothesis – the Durbin Watson (DW) test and the Box-Pierce Q (BPQ) test.  A DW statistic close to 2 and a BPQ statistic lower than the critical chi-square value would result in us not rejecting the null hypothesis.  The results from the regression analysis are below.  Detailed calculations were made in the excel spreadsheet using the formulas provided in the illustrative worksheet.
	Model
	Durbin Watson statistic
	Box Pierce Q statistic
	Critical Chi-square value for 10% significance level
	Chi-square p value
	Degrees of Freedom

	AR1
	                  1.4543 
	                  150.24 
	                              133.73 
	                  0.0130 
	114

	AR2
	                  2.0905 
	                    86.58 
	                              134.81 
	                  0.9778 
	113

	AR3
	                  1.9649 
	                    77.10 
	                              133.73 
	                  0.9968 
	112


AR(1) is rejected as a good model since the BPQ statistic is bigger than the critical chi-square value.  The AR(2) model has a DW statistic of 2.0905, which, along with the BPQ statistic being lower than the critical chi-square value proves to be a very good model in predicting the first differences of the price of chicken.  The AR(3) model, while statistically sound, is more complex to model and we might run into the risk of overfitting and hence is rejected.

Further, a look at the R Square and Adjusted R Square values shows marked improvement from AR(1) to AR(2), but very little value is added by AR(3), confirming our pick of AR(2) as the optimum model for our data.
	
	AR1
	AR2
	AR3

	 R Square 
	         0.52315 
	           0.59050 
	             0.59602 

	 Adjusted R Square 
	         0.51904 
	           0.58331 
	             0.58520 


Graphical representation of the fit of AR(2)
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The above graph is further proof that the AR(2) model is a good fit as a predictor of the first differences of the price of chicken using historical data of 10 years.

Conclusion

After achieving stationarity through first differences, the AR(2) model can be used as a valid statistical tool to predict the price of chicken.  However, if seasonality in prices is more pronounced than now, the data has to be deseasonalized and the appropriate models used.

