Course: Time Series Student Project
Name: xxxx xxxx
Session: Winter 2012
Email: maomao_wq@hotmail.com
Time series analysis on wheat price
Introduction
It is important to keep stable supply and reasonable price of agricultural products, since they are the lifeblood of national economy. This project would model the wheat price in U.S. market for the years 1992 to 2011 by ARIMA process. Residual analysis will be used in model selection, and finally we will check whether the selected model is appropriate by comparison the estimated values to the observed.
Data 
The data used for carrying out this project was taken from the website: http://www.indexmundi.com/commodities/?commodity=wheat&months=240 . Monthly wheat price was obtained and the data from 1992 to 2009 will be used to build and validate the model. Following figure shows the actual wheat price during the study period.
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Test of Stationarity 

In chart 2, the correlogram of raw data shows that the autocorrelations do not decline to zero in a rapid speed. The autocorrelation cross zero three times before trending to zero. All these indicate that the wheat price series is a non-stationary process without seasonality. 

To obtain a stationary process, we take the first difference transformation to raw data, and check whether the autocorrelations of the difference rapidly reduce to zero. From chart 3, the first difference of price goes up and down around zero, which is a good signal for stationarity.
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[image: image3.emf]3. First difference of wheat price
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Unfortunately, result of the first difference is not satisfying either. Autocorrelations in chart 4 fluctuates around zero but shows no decline trend to zero. 
[image: image4.emf]4. Correlogram of first difference
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Chart 5 and 6 are correlograms of the second difference and the third difference transformation. Dotted lines represent a 95% confidence interval about zero according to Bartlett’s test. They are equivalent to 
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. Both charts show quickly reduction to zero, and both have several outliers of confidence interval in same time period. However, trend of the third difference autocorrelations is not obviously improved from the second difference, they are similar to each other. 

As a result, we take the second difference transformation to raw data. The sharp of autocorrelations in chart 5 indicates an auto-regression process. In next section, we will apply AR (1), AR(2) and AR(3) models to fit the second difference data.
[image: image7.emf]5. Correlogram of second difference
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[image: image8.emf]6. Correlogram of third difference
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Model Fitting
Model
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where 
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 is the second difference of actual monthly wheat price,
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 is a constant,
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 is the coefficients for lag i data,
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 is the error term at time t,
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 is the order of auto-regression to be estimated.

One method to determine a suitable time series model is using Excel build-in regression to estimate auto-regression model parameters. Details show in attached spreadsheet tabs “AR(1)”, “AR(2)” and “AR(3)”.
From Excel, we obtain:

AR(1)
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Table 1 Key statistics of auto-regression models
	Model
	R2
	P-value
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	AR(1)
	0.3441
	0.8947
	4.40E-21
	　-
	　-
	　0.5868

	AR(2)
	0.4286
	0.8255
	1.20E-26
	9.47E-08
	　-
	　0.3485

	AR(3)
	0.4331
	0.8123
	5.82E-29
	1.70E-10
	0.0003
	　0.5773


It can be seen that AR(1) model produces a lower R2 than the other two models. AR(3) model with R2=0.4331 does not appear to produce much improvement result over AR(2) model with R2=0.4286. 

Model Validation
To select the best time series model, Durbin-Watson Test and Box-Pierce Q Statistic will be taken for decision-making. Durbin-Watson Statistic is used to test serial correlation. A DWS of 2 indicates no serial correlation. Box-Pierce Q statistic is used to test if the residuals are a white noise process. 
DWSs of AR(2) and AR(3) are both little lower than 2, which implies a slight positive correlation. But the correlations are not serious. All of the BPQSs are below the critical 
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 value, which means that the hypothesis of residuals is white noise process can not be rejected. 
Table 2 Model test 

	　
	DWS
	BPQS
	
[image: image19.wmf]2

c

at 10%

	AR(1)
	1.5781
	189
	239

	AR(2)
	1.8216
	139
	186

	AR(3)
	1.8846
	143
	190


According to R2, DWS and BPQS, there is no significant evidence that AR(3) model is much better than AR(2) model. Therefore, we choose the fewer parameters AR(2) model to represent the wheat price time series.

Performance of the selected model is demonstrated in chart 7. We compare the estimated 2nd difference values to the observed 2nd difference values. It seems that estimated values are more smooth than actual values, with less extreme values in estimated model. On the other hand, this also implies that the model probably underestimates wheat price in the coming future, which the predicted values may not meet out expectation very well.
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Conclusion
Since monthly wheat price time series is not stationary process, we have to take the second difference to obtain an analyzable stationary process. According to correlogram, three auto-regression models with order 1, 2, 3 are tested in this project. Various statistics are calculated to test the significance of models to explain the data. Based on R2, p-value, sum of coefficients, Durbin-Watson Statistic and Box-Pierce Q Statistic, we select ARI(2,2) as the best model for wheat price. 
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