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Introduction


Many sports rely a lot on team works to achieve glory, basketball is probably one of the most typical one.  In NBA, any team in the league is occupied with talented players. Some are known of scoring ability or precision, and some are known for their defensive plays.   In order to seize a win, a coach’s role to balance the play time for every talented player is therefore especially important.  In another word, a player who received more play time should be a good indication of his extraordinary contribution to the team weather it is offensively or defensively. Therefore I design my regression analysis to inspect what are the greater driving forces behind the long play time on the floor. 
Data

I selected the top 100 longest career minutes players’ record and assume play time only effected by player’s performance. 
Definition of Variables

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6
Y = Play time
α = Intercept

βi = least squares coefficients

X1 = points
X2 = rebounds
X3 = assists
X4 = steals
X5 = blocks
X6 = turnovers
Hypothesis
The null hypothesis is that all least squares coefficients are zero:
β1 = β2= β3 = β4 = β5 = β6 = 0
Data Analysis

This project utilizes the Excel data analysis regression tool to develop and analyze different models.  I will start with the six variables above and I intend to eliminate variables to determine the best fit model for predicting “Play minutes” as appropriate.

Full Model - 6 Variable Regression Model
Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6
The excel regression analysis tool produces the following results for the 6 variable model:
	R2 
	0.68
	　
	　
	　
	　

	Adjusted R2 
	0.65
	　
	　
	　
	　

	SE 
	3192.7
	　
	　
	　
	　

	　
	　
	　
	　
	　
	　

	Term 
	Coefficient
	SE
	t statistic
	p
	

	Intercept 
	18465
	1394
	13.25
	<0.0001
	

	pts 
	0.4668
	0.06632
	7.04
	<0.0001
	

	reb 
	0.615
	0.0945
	6.51
	<0.0001
	

	asts 
	0.5602
	0.17260
	3.25
	0.0016
	

	stl 
	2.072
	0.9623
	2.15
	0.0339
	

	blk 
	0.1861
	0.54815
	0.34
	0.7349
	

	turnover 
	-0.1078
	0.51407
	-0.21
	0.8344
	

	　
	　
	　
	　
	　
	　

	Source of variation 
	Sum squares
	DF
	Mean square
	F statistic
	p

	Model 
	    1,969,596,908 
	6
	328266151.3
	32.20
	<0.0001

	Residual 
	        948,000,596 
	93
	10193554.8
	　
	　

	Total 
	    2,917,597,504 
	99
	　
	　
	　


The equation for this model is:

Y = 18,465 + 0.4668X1 + 0.615X2 + 0.5602X3 + 2.0272X4 + 0.1861X5 – 0.1078X6
The R2 for the full model is .68.  This indicates that only 68% of the variation of Y can be explained by the 6 explanatory variables.  However, “turnovers” has the highest p-value (0.8344) and the lowest t statistic (-0.21).  These statistics indicate that “turnovers” is not a good explanatory variable.  Therefore it will be eliminated from the next model and the remaining 5 explanatory variables will be examined to determine the best fit model for predicting “Play minutes”.  
5 Variable Regression Model
Y = α + β1X1+ β2X2+ β3X3+ β4X4+β5X5
The excel regression analysis tool produces the following results for the 5 variable model:
	R2 
	0.67
	　
	　
	　
	　

	Adjusted R2 
	0.66
	　
	　
	　
	　

	SE 
	3176.5
	　
	　
	　
	　

	　
	　
	　
	　
	　
	　

	Term 
	Coefficient
	SE
	t statistic
	p
	

	Intercept 
	18480
	1385
	13.34
	<0.0001
	

	pts 
	0.464
	0.0646
	7.18
	<0.0001
	

	reb 
	0.6153
	0.09403
	6.54
	<0.0001
	

	asts 
	0.5631
	0.17116
	3.29
	0.0014
	

	stl 
	1.924
	0.6520
	2.95
	0.0040
	

	blk 
	0.152
	0.5207
	0.29
	0.7710
	

	　
	　
	　
	　
	　
	　

	Source of variation 
	Sum squares
	DF
	Mean square
	F statistic
	p

	Model 
	1969149050.6
	5
	393829810.1
	39.03
	<0.0001

	Residual 
	948448453.6
	94
	10089877.2
	　
	　

	Total 
	2917597504.2
	99
	　
	　
	　


The equation for this model is:

Y = 18480 + 0.464X1 + 0.6153X2 + 0.5631X3 + 1.924X4 + 0.152 X5 

The R2 remains almost the same at 67% after “turnovers” has been removed as an explanatory variable.  The F-statistic of this model (39.03) is higher than that of the full model (32.2), which implies the 5 variable regression model is a better fit.  However, “blk” has the highest p-value (0.7710) and the lowest t statistic (0.29).  These statistics indicate that “blk” is not a good explanatory variable.  Therefore it will be eliminated from the next model and the remaining 4 explanatory variables will be examined to refine the model for predicting “Play minutes”.
 4 Variable Regression Model

Y = α + β1X1+ β2X2+ β3X3+β4X4 
The excel regression analysis tool produces the following results for the 4 variable model:
	R2 
	0.67
	　
	　
	　
	　

	Adjusted R2 
	0.66
	　
	　
	　
	　

	SE 
	3161.1
	　
	　
	　
	　

	　
	　
	　
	　
	　
	　

	Term 
	Coefficient
	SE
	t statistic
	p
	

	Intercept 
	18411
	1358
	13.56
	<0.0001
	

	pts 
	0.4675
	0.06322
	7.40
	<0.0001
	

	reb 
	0.6271
	0.08452
	7.42
	<0.0001
	

	asts 
	0.5421
	0.15448
	3.51
	0.0007
	

	stl 
	2.02
	0.561
	3.60
	0.0005
	

	　
	　
	　
	　
	　
	　

	Source of variation 
	Sum squares
	DF
	Mean square
	F statistic
	p

	Model 
	1968289468.1
	4
	492072367.0
	49.24
	<0.0001

	Residual 
	949308036.1
	95
	9992716.2
	　
	　

	Total 
	2917597504.2
	99
	　
	　
	　


The equation for this model is:

Y = 18,411 + 0.4675X1 + 0.6271X2 + 0.5421X3 + 2.02 X4
After eliminating “blk” as an explanatory variable, the R2 of this model (67%) remains the same level as the full model.  This indicates the 4 variable regression model is still a good fit.  The F-statistic of the 4 variable model(49.24) is higher than that of the 5 variable model, which implies the 4 variable model is a better fit.  In this model, however, “asts” has the highest p-value at 0.007 and the lowest t-statistic at 3.51.  These statistics imply this variable is not a good explanatory variable for the regression model.  Therefore, “asts” will be eliminated from the model and the 3 remaining variables will be examined to determine the best fit model for predicting “Play minutes”.
3 Variable Regression Model

Y = α + β1X1 +β2X2 +β4X4
The excel regression analysis tool produces the following results for the 3 variable model:
	R2 
	0.63
	　
	　
	　
	　

	Adjusted R2 
	0.62
	　
	　
	　
	　

	SE 
	3342.2
	　
	　
	　
	　

	　
	　
	　
	　
	　
	　

	Term 
	Coefficient
	SE
	t statistic
	p
	

	Intercept 
	19882
	1366
	14.56
	<0.0001
	

	pts 
	0.4991
	0.06616
	7.54
	<0.0001
	

	reb 
	0.5512
	0.08638
	6.38
	<0.0001
	

	stl 
	2.79
	0.546
	5.11
	<0.0001
	

	　
	　
	　
	　
	　
	　

	Source of variation 
	Sum squares
	DF
	Mean square
	F statistic
	p

	Model 
	1845233350.9
	3
	615077783.6
	55.06
	<0.0001

	Residual 
	1072364153.3
	96
	11170459.9
	　
	　

	Total 
	2917597504.2
	99
	　
	　
	　


The equation for this model is:

Y = 19882 + 0.4991X1 + 0.5512X2 + 2.79 X4
The R2 of this model (63%) is a bit lower than the full model.  This indicates the 3 variable regression model does not explain as much variation but since the F-statistic of the 3 variable model (55.06) is higher than that of the 4 variable model, which implies the 3 variable model is a better fit.  At this point it appears that the p-values of all explanatory variables are close to zero which would imply we have found the best fit model.  However, to ensure we are correct, I will continue the analysis.  “stl” has the lowest t-statistic so it will be removed from the model and the remaining 2 explanatory variables will be examined. 
2 Variable Regression Model

Y = α + β1X1 +β2X2 
The excel regression analysis tool produces the following results for the 2 variable model:
	R2 
	0.53
	　
	　
	　
	　

	Adjusted R2 
	0.52
	　
	　
	　
	　

	SE 
	3750.1
	　
	　
	　
	　

	　
	　
	　
	　
	　
	　

	Term 
	Coefficient
	SE
	t statistic
	p
	

	Intercept 
	22868
	1385
	16.51
	<0.0001
	

	pts 
	0.5727
	0.07245
	7.90
	<0.0001
	

	reb 
	0.3817
	0.08949
	4.26
	<0.0001
	

	　
	　
	　
	　
	　
	　

	Source of variation 
	Sum squares
	DF
	Mean square
	F statistic
	p

	Model 
	1553426330.3
	2
	776713165.1
	55.23
	<0.0001

	Residual 
	1364171173.9
	97
	14063620.3
	　
	　

	Total 
	2917597504.2
	99
	　
	　
	　


The equation for this model is:

Y = 22,868 +0.5727X1 + 0.3817 X2 

After eliminating “stl” as an explanatory variable, the R2 for this model drops down to 53%.   Also, the F-statistic of this model does not improve much than last model.  These statistics indicated that the 2 variable regression model is not a better fit model for predicting “Play minutes”.  
Conclusion

The key drivers behind “Play minutes” are “pts”, “reb” and “stl”. These three drivers stand for Points, rebounds, and steals. Through examining the data of top 100 most play minutes players, one hypothesis can be concluded - scoring points, grabs rebounds aggressively and hustle play to steal the ball are three keys to be able to stay and stride to glory in the NBA.
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