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Introduction

Korea is one of the countries whose staple food is rice. In recent years while consumption of rice keep decreasing, consumption of other replacement such as wheat flour or other grains keep increasing. Among those, I specifically focused on consumption of grain of barley because they are getting more popular as they are regarded as healthy food. The goal of this project is to model the monthly per capita grain of barley consumption in Korea from November 2005 to October 2010. I’ll then use this model to predict next twelve months’ per capita grain of barley consumption and compare them to actual consumptions seen during the period. First and second differences of the data will be examined, and three different models will be contemplated.  

Data

The data used for this project comes from the Koread Statistical information Service (KOSIS) website:  
http://kosis.kr/eng/database/database_001000.jsp?listid=F&subtitle=Agriculture,%20Forestry%20And%20Fishery.

Analysis

The graph below shows the monthly per capita grain of barley consumption in Korea from November 2005 to October 2010. Notice that grain of barley consumption graph shows periodic up and down over the period.  
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To test for stationarity, I examined the autocorrelation function shown below. 
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Since the autocorrelation function does not immediately decay to zero, per capita grain of barley consumption is highly correlated, and the time series lacks stationarity.  To find a better data set to model, I examined the first and second differences of per capita grain of barley consumption. Their respective autocorrelation functions are shown below
[image: image3.emf]-0.40 

-0.30 

-0.20 

-0.10 

0.00 

0.10 

0.20 

0.30 

0.40 

0.50 

1471013161922252831343740434649

autocorrelation of first difference

autocorrelation of first 

difference


[image: image4.emf]-0.50 

-0.40 

-0.30 

-0.20 

-0.10 

0.00 

0.10 

0.20 

0.30 

0.40 

0.50 

1471013161922252831343740434649

autocorrelation of second difference

autocorrelation of 

second difference


You can see that the autocorrelation of first differences is similar to that of the original data set, which is periodic. Besides, it takes several lags to approach zero.  The autocorrelation of second differences, however, decays immediately and they are randomly sporadic while they are approaching zero. Because of this, it can be considered a stationary time series, and we will focus on this data set when building our models.

Modeling

I used the second differences of per capita grain of barley consumption to construct three different models:  ARMA(1,0), ARMA(2,0) and ARMA(3,0).  Results generated by the Excel Regression add-in feature are shown below.

ARMA(1,0)
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Regression Statistics

Multiple R

0.395241252

R Square

0.156215648

Adjusted R Square

0.140874114

Standard error

0.487773476

Observations

57

ANOVA

df

SS

MS

F

Significance F

Regression

1

2.422658039

2.422658039

10.18253135

0.002343576

Residual

55

13.08576301

0.237922964

Total

56

15.50842105

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

-0.003887429

0.064608614

-0.060168901

0.952239216

-0.133365984

0.125591125

-0.133365984

0.125591125

X Variable 1

-0.392082647

0.122871099

-3.19100789

0.002343576

-0.63832183

-0.145843463

-0.63832183

-0.145843463


The model becomes Y(t) = -0.0003887429 – 0.392082647*Y(t-1) + e(t)

ARMA(2,0)

[image: image6.wmf]SUMMARY OUTPUT

Regression Statistics

Multiple R

0.510591478

R Square

0.260703657

Adjusted R Square

0.232805682

Standard error

0.462595834

Observations

56

ANOVA

df

SS

MS

F

Significance F

Regression

2

3.999519977

1.999759988

9.344895283

0.000333958

Residual

53

11.34173002

0.213994906

Total

55

15.34125

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

-0.014243625

0.06182044

-0.230403158

0.81866554

-0.138239723

0.109752473

-0.138239723

0.109752473

X Variable 1

-0.53960014

0.127879947

-4.219583698

9.61888E-05

-0.796094825

-0.283105454

-0.796094825

-0.283105454

X Variable 2

-0.321185288

0.126857918

-2.531850535

0.014346401

-0.575630043

-0.066740533

-0.575630043

-0.066740533


The model becomes Y(t) = -0.014243625 – 0.53960014*Y(t-1) – 0.321185288*Y(t-2) + e(t)

ARMA(3,0)
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Regression Statistics

Multiple R

0.541740902

R Square

0.293483205

Adjusted R Square

0.251923393

Standard error

0.451418974

Observations

55

ANOVA

df

SS

MS

F

Significance F

Regression

3

4.31708458

1.439028193

7.061706829

0.000464512

Residual

51

10.3927336

0.20377909

Total

54

14.70981818

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

-0.001456126

0.060955716

-0.023888258

0.981034964

-0.12382983

0.120917578

-0.12382983

0.120917578

X Variable 1

-0.610649573

0.134983547

-4.523881516

3.65288E-05

-0.881640346

-0.339658801

-0.881640346

-0.339658801

X Variable 2

-0.445401129

0.146548313

-3.039278441

0.003735667

-0.739609139

-0.15119312

-0.739609139

-0.15119312

X Variable 3

-0.272134369

0.139945357

-1.944575897

0.057350837

-0.553086392

0.008817653

-0.553086392

0.008817653


The model becomes Y(t) = -0.001456126 – 0.610649573*Y(t-1) - 0.445401129*Y(t-2) - 0.272134369*Y(t-3) + e(t)

A summary table is provided below for comparison purposes.

	Model
	R^2
	Adj R^2

	ARMA(1,0)
	0.1562
	0.1408

	ARMA(2,0)
	0.2607
	0.2328

	ARMA(3,0)
	0.2934
	0.2519


R-squared and adjusted R-squared values are slightly lower for the  ARMA(1,0) model while the other two models have similar fits.  

Model Validation    

An additional way of validating which model provides the best fit is to compare each model forecast with actual per capita grain of barley consumption data during the next twelve months.  You can see that each of the ARMA models produces a very similar forecast. 
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Conclusion

Because of the forecast results, and because of the very similar adjusted R-squared values,  I would choose the ARMA(2,0) model.  This selection is consistent with the principle of parsimony, which advocates the use of the simplest model (fewest parameters) that adequately represents the time series.
