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VEE – Time Series

Milk Prices

Introduction

Milk is a product that is used everyday by millions of people in the United States.  Since I use milk every day whether it is a glass to drink or a bowl of cereal, I thought it would be interesting to study the effects of the price movement of milk.  The goal of this project is to model this Consumer Price Index – average monthly milk prices for fresh, whole, fortified gallon of milk in the U.S.  The initial data, first differences and log first differences were evaluated and studied in the project.  After reviewing the autocorrelations using the different methods, I used the excel regression add-in to determine the best fit of several time series models using ARIMA techniques which included AR(1), AR(2) and AR(3). 

Data

Data was chosen and downloaded from the following site:
http://data.bls.gov/cgi-bin/surveymost?.ap                                        

Analysis

The Figure 1 chart below shows the average monthly milk prices over the course of approximately 11 years from 2001-2011. 

[image: image1.emf]Fig. 1 - Milk Prices
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The autocorrelation of the average monthly milk prices in the chart below reveals that the series in not stationary because the lag does not reach zero until around August 2002. Although it goes back up above zero, it eventually goes back below zero and fluctuates below zero before moving back up towards zero.  As a result, it is good to test first differences, second differences, and log first differences.
[image: image2.emf]Fig. 2 - Autocorrelation Plot
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The 1st difference and log first difference of the average monthly milk prices along with their autocorrelations graphs are shown in Figures 3 through 6 below. 
[image: image3.emf]Fig. 3 - Milk Prices - 1st Difference
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[image: image4.emf]Fig. 4 - Autocorrelation Plot
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[image: image5.emf]Fig. 5 - Milk Prices - Log Difference
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[image: image6.emf]Fig. 6 - Autocorrelation Plot
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The autocorrelation graphs of both the first difference and log first difference appear to indicate they are stationary since they both go quickly to zero and then oscillate around zero while the spread above and below zero grows closer and closer to zero.  The first difference appears to have just a little less fluctuation than the first log difference and therefore we use assume the first difference is stationary and use it to help select a model for average monthly milk prices. 
Determining the Model

There are several models that one can choose when trying to determine the best fit for a particular set of data.  In looking at average monthly milk prices, an autoregressive model (AR(p), p = 1, 2 and 3) seems appropriate and since we are using first differences, this would take on the equivalent form to an ARIMA (p, 1, 0) model.  Using the excel regression analysis functionality, below are the AR(1), AR(2) and AR(3) model results using first differences.
AR(1):   Yt = 0.003009658 + .382567766 Yt-1 + εt 
[image: image7.wmf]SUMMARY OUTPUT

Regression Statistics

Multiple R

0.382791089

R Square

0.146529018

Adjusted R Square

0.13970125

Standard Error

0.081673459

Observations

127

ANOVA

df

SS

MS

F

Significance F

Regression

1

0.143155087

0.143155

21.46075

8.93093E-06

Residual

125

0.833819228

0.006671

Total

126

0.976974315

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

0.003009658

0.007268991

0.414041

0.679554

-0.011376576

0.01739589

-0.01137658

0.017395893

Difference (t-1)

0.382567766

0.082582101

4.632575

8.93E-06

0.219127541

0.54600799

0.21912754

0.546007992

-0.0870000000000002  Residual Plot
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AR(2):   Yt = 0.003571442 + 0.430184972 Yt-1  - 0.12948447 Yt-2  + εt
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Regression Statistics

Multiple R

0.401279009

R Square

0.161024843

Adjusted R Square

0.147492986

Standard Error

0.081302758

Observations

127

ANOVA

df

SS

MS

F

Significance F

Regression

2

0.157317136

0.078659

11.89968524

1.8726E-05

Residual

124

0.819657179

0.00661

Total

126

0.976974315

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

0.003571442

0.00724617

0.492873

0.622973972

-0.010770758

0.017913641

-0.01077076

0.017913641

Difference (t-1)

0.430184972

0.088410095

4.86579

3.39079E-06

0.255196631

0.605173314

0.255196631

0.605173314

Difference (t-2)

-0.12948447

0.088462645

-1.46372

0.145801105

-0.304576825

0.045607881

-0.30457682

0.045607881
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AR(3):   Yt  = 0.004229028 + 0.41303516 Yt-1 - 0.072564058 Yt-2 - 0.137209346 Yt-3  + ε
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Regression Statistics

Multiple R

0.420758325

R Square
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F

Significance F

Regression

3

0.172961157

0.057654

8.820014

2.42532E-05
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0.006537

Total

126

0.976974315

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

0.004229028

0.007218327

0.585874

0.559034

-0.010059208

0.01851726
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0.018517264

Difference (t-1)
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0.088613711
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Difference (t-2)
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0.095354394
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0.448118
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Difference (t-3)
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X Variable 1  Residual Plot
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From looking at the summary outputs of each of the models above, they each indicate that the models are stationary since the sum of their coefficients under each model is less than 1.  Furthermore, the Durbin Watson statistics shown below are each close to 2 which means that the models do not indicate serial correlation. The calculations behind each of the Durbin Watson statistics is shown in the attached excel file. 
Durbin Watson Statistics

AR(1) :  1.9016

AR(2) :  2.0341

AR(3) :  1.9940

Selection of the Best Model for Milk Prices

After reviewing all the analysis shown above, it appears that the best model for the modeling of average monthly milk prices is the AR(3) model since the R-Squared value is better than the AR(1) and AR(2) for first differences.  Thus, the AR(3) model is selected to model the average monthly milk prices. 

