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Home Sale Prices

Introduction

This project studies the relationship between home sales and seven potential explanatory variables, including square footage, age of the home, included features (items such as a dishwasher, refrigerator, microwave, disposer, washer, intercom, skylight(s), compactor, dryer, handicap fit, and cable TV access), location (whether located in the northeast sector of the city or not), custom built, corner lot location, and annual taxes.  The goal is to determine which variables are the most significant, and hence the most predictive, of home sale prices in order to produce the model with the best fit.

Data

The data was obtained from The Data and Story Library at the following website: http://lib.stat.cmu.edu/DASL/Datafiles/homedat.html and represents a random sample of records of home resales from February 15 to April 30, 1993 from the files maintained by the Albuquerque Board of Realtors.  This type of data is collected by multiple listing agencies in many cities and is used by realtors as an information base.  To prep the data, I removed all records where age and annual taxes were null.

Analysis

I used Excel’s Regression Analysis tool to perform the analysis.  The initial regression formula has one intercept and seven coefficients, one for each explanatory variable:

Y = a + b1X1 + b2X2 + b3X3 + b4X4 + b5X5 + b6X6 + b7X7
The null hypothesis is that all least squares coefficients are equal to zero: 

b1 = b2 = b3 = b4 = b5 = b6 = b7 = 0
I began by regressing home sale prices on all seven variables, as follows:

Seven Explanatory Variables:
	Regression Statistics
	
	
	

	Multiple R
	0.928574534
	
	
	

	R Square
	0.862250664
	
	
	

	Adjusted R Square
	0.845625745
	
	
	

	Standard Error
	158.8810629
	
	
	

	Observations
	66
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	7
	9164658.613
	1309236.945
	51.86495181

	Residual
	58
	1464105.145
	25243.19216
	

	Total
	65
	10628763.76
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	92.74479833
	101.6070434
	0.912779225
	0.365137326

	Square Feet
	0.352218356
	0.095747569
	3.67861407
	0.000515068

	Age
	-0.565081671
	2.002529293
	-0.282183972
	0.778806955

	Features
	4.389606631
	18.55498684
	0.236572878
	0.813821688

	Northeast
	-17.38533787
	47.27462204
	-0.367752022
	0.714396791

	Custom
	174.9410795
	53.72370763
	3.256310615
	0.001887475

	Corner Lot
	-73.5823425
	49.13007085
	-1.497704791
	0.139632853

	Annual Taxes
	0.498870053
	0.158485253
	3.147737987
	0.002598417


The regression equation is:

Y = 92.7448 + 0.3522X1 - 0.5651X2 + 4.3896X3 – 17.3853X4 + 174.9411X5 – 73.5823X6 + 0.4989X7
These seven variables explain about 92.857% of the variation of home sale prices about their mean, as indicated by the multiple-R statistic.  As you can see, the Features variable is not predictive, due to its high p-value.  The p-value tells us that 81.4% of the time, we would have obtained a test statistic at least as extreme as the one that was actually observed, rendering the Features variable insignificant. 
Six Explanatory Variables (remove Features variable):

	Regression Statistics
	
	
	

	Multiple R
	0.928502959
	
	
	

	R Square
	0.862117744
	
	
	

	Adjusted R Square
	0.84809582
	
	
	

	Standard Error
	157.604844
	
	
	

	Observations
	66
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	6
	9163245.834
	1527207.639
	61.4835542

	Residual
	59
	1465517.924
	24839.28685
	

	Total
	65
	10628763.76
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	107.3566576
	80.03099574
	1.341438485
	0.184918939

	Square Feet
	0.35804321
	0.091784403
	3.900915627
	0.000248166

	Age
	-0.710823482
	1.890108103
	-0.37607557
	0.708209653

	Northeast
	-13.98922682
	44.68051828
	-0.313094551
	0.755312954

	Custom
	177.5830713
	52.12803281
	3.406671261
	0.001189533

	Corner Lot
	-76.34441823
	47.33929799
	-1.612707021
	0.112144959

	Annual Taxes
	0.490577638
	0.153318878
	3.199721027
	0.002214922


The regression equation is:

Y = 107.3567 + 0.3580X1 - 0.7108X2 - 13.9892X3 + 177.5831X4 - 76.3444X5 + 0.4906X6
The multiple-R statistic has moved down slightly to 92.850%, but the F value has gone up from 51.86 to 61.48, which indicates an increase in the ratio of explained to unexplained variance.  You can see that the “Northeast” variable (an indicator for whether the house is located in the Northeast sector of the city) has a high p-value and should be removed from the model.
Five Explanatory Variables (remove Northeast variable):

	Regression Statistics
	
	
	

	Multiple R
	0.928379585
	
	
	

	R Square
	0.861888653
	
	
	

	Adjusted R Square
	0.850379375
	
	
	

	Standard Error
	156.4157321
	
	
	

	Observations
	66
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	5
	9160810.883
	1832162.177
	74.88641667

	Residual
	60
	1467952.874
	24465.88124
	

	Total
	65
	10628763.76
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	109.7052109
	79.07752364
	1.387312169
	0.170478302

	Square Feet
	0.355854485
	0.090827308
	3.917923938
	0.000231451

	Age
	-0.873427677
	1.803645942
	-0.484256725
	0.629966692

	Custom
	178.3862164
	51.67205508
	3.452276402
	0.001024778

	Corner Lot
	-75.98350139
	46.96819684
	-1.617764924
	0.110958984

	Annual Taxes
	0.484819902
	0.151063582
	3.209376434
	0.002137111


The regression equation is:

Y = 109.7052 + 0.3559X1 - 0.8734X2 + 178.3862X3 – 75.9835X4 + 0.4848X5 

The multiple-R value is down slightly to 92.838%, while the F-value is up to 74.89.  The Age variable appears insignificant, based on its p-value.

Four Explanatory Variables (remove Age variable):

	Regression Statistics
	
	
	

	Multiple R
	0.92808882
	
	
	

	R Square
	0.861348858
	
	
	

	Adjusted R Square
	0.85225698
	
	
	

	Standard Error
	155.4311948
	
	
	

	Observations
	66
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	4
	9155073.522
	2288768.381
	94.73827528

	Residual
	61
	1473690.236
	24158.85632
	

	Total
	65
	10628763.76
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	97.92320603
	74.76802578
	1.309693616
	0.195210789

	Square Feet
	0.33637563
	0.080922125
	4.156781966
	0.000102396

	Custom
	177.1851938
	51.28763267
	3.454735277
	0.001007956

	Corner Lot
	-77.82233894
	46.51978053
	-1.672887061
	0.099471179

	Annual Taxes
	0.523077662
	0.127947939
	4.088207018
	0.00012921


The regression equation is:

Y = 97.9232 + 0.3364X1 + 177.1852X2 – 77.8223X3 + 0.5231X4
The multiple-R value is down slightly to 92.809%, while the F-value is up to 94.74.  The Corner Lot variable has a higher p-value than the other three explanatory variables.  I will try to improve the fit by removing this variable from the regression.

Three Explanatory Variables (remove Corner Lot variable):

	Regression Statistics
	
	
	

	Multiple R
	0.924655523
	
	
	

	R Square
	0.854987836
	
	
	

	Adjusted R Square
	0.847971119
	
	
	

	Standard Error
	157.6695212
	
	
	

	Observations
	66
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	3
	9087463.728
	3029154.576
	121.8501136

	Residual
	62
	1541300.03
	24859.6779
	

	Total
	65
	10628763.76
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	74.79871404
	74.53726364
	1.003507647
	0.319516538

	Square Feet
	0.320638694
	0.081530928
	3.932724718
	0.000214555

	Custom
	178.4626078
	52.02044662
	3.430624292
	0.001076742

	Annual Taxes
	0.56052502
	0.127788701
	4.386342596
	4.5537E-05


The regression equation is:

Y = 74.7987 + 0.3206X1 + 178.4626X2 + 0.5605X3
The multiple-R value is down slightly to 92.466%, while the F-value is up to 121.85.  The three remaining explanatory variables have p-values sufficiently close to zero. 
Conclusion

I recommend a fit based on three variables: square footage, custom built, and annual taxes.  The multiple-R and R-squared statistics for this model are 92.466% and 85.499%, respectively, and the F-value is 121.85.  These can be compared to the multiple-R of 92.857% and R-squared of 86.225% as well as the F-value of 51.86 for the model with seven variables.  After removing four explanatory variables from the model, the R-squared values barely changed at all while the F-value more than doubled.  We can feel confident that about 92% of the variation in home sale prices is explained by the three aforementioned variables and, consistent with the principle of parsimony, we are not including any extraneous or insignificant variables in the regression.  In order to further improve the model, one should look at other variables to explain the unexplained variance in home sale prices, such as school district, weather, and proximity to water.
