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Introduction
As someone who enjoys picking out jewelry, I must admit that the few gold items that I have are among my favorites. Thus, I thought it would be interesting to analyze movements in the price of gold and use this information to determine the time series that would best model the data. 

To begin my analysis, I will gather information on historical gold prices from data.  Next, I will test to see if this data forms a stationary process by examining the graph of the data and its correlogram.  If it is not stationary, I will take differences to try to make it stationary.  I will then use sample autocorrelations and Bartlett’s test to see whether stationarity was achieved.   The next step will be to determine the moving average and/or autoregressive parameters that best fit the model.  Finally, I will compare the fitted data to the actual data to test how good the model is at forecasting future data. 

Data

I obtained the data for my time series analysis of gold prices from the following website: http://www.indexmundi.com/commodities/?commodity=gold&months=240.
This website lists the monthly gold price (based on an average of daily London gold prices) in units of US dollars per troy ounce. The website allows you to choose how many years of data you want to see. I chose to use twenty years of data (from March 1992 through March 2012), based on the premise that a larger data sample should lead to a more accurate conclusion that a smaller data sample would. A copy of this data can be found on the “Gold Price Data (All Years)” sheet in the Monthly Price column. 

Test for Stationarity

The first step in my analysis is to determine whether the monthly gold price data form a stationary time series. 

By definition, a stationary process has probability laws that remain constant over time, such as a constant mean function (Cryer and Chan pg.16-17)
. Thus, I would not expect to see a trend in the data, since it would cause the mean and other probability measures to vary over time. 
To begin this process, I graphed the monthly gold prices over time. This graph can be found in the Excel worksheet “Graph of Price (All Years)” and is shown below.
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As you can see from the graph, the price of gold has been steadily increasing over the past ten years.  This trend indicates that the probability functions are not constant over time in this case. For example, if you were to break this graph into pieces, the mean in the early years (1992-1995, for instance) would be significantly lower than the mean in the later years (2010-2012, for instance.)  An increasing trend indicates that this process is not stationary. 

The lack of stationarity can also be seen by examining the correlogram of this data, which plots the sample autocorrelation function against the lag. 

The following equation can be used to determine the sample autocorrelation in lag k (abbreviated rk):

rk = [image: image3.png](Y = D) (Yoo — PN/ [Z2,((Y. — D))





I solved for this equation in the Excel workbook in steps. First, I solved for [image: image5.png]


 in the column labeled ‘Deviation from the mean’, where [image: image7.png]


 is the average monthly price over all periods. Next, I solved for ([image: image9.png]EN



2 in the column labeled ‘(Deviation from the mean)2’; the sum of this value in all periods is the denominator in the above equation.  In the column labeled ‘SumProduct’, I calculated the numerator of the above formula for each lag. Finally, rk is calculated in the column called ‘Sample Autocorrelation’.  This set of calculations is present in the “Gold Price Data (All Years)” sheet and “Gold Price Data (2007-2012)” sheet; in both cases, the calculations in columns C-F are related to the monthly gold prices.

This graph of the correlogram for monthly gold prices can be found in the Excel worksheet “Correlogram_Price” and is shown below.
[image: image10.png]Sample Autocorrelation by Lag: Monthly Gold Prices
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If the process was stationary, I would expect that the correlogram would eventually show a white noise process that has a mean of zero and small random fluctuations. I would expect to see the graph quickly drop to 0 and remain there (allowing for random fluctuations) or to see the graph oscillate around 0 as it geometrically declines to 0.  Instead, this graph does not reach zero until lag 70, and afterwards it continues to drop for a number of lags and then gradually increase back to 0, not reaching it again until around period 240. Its pattern is much more of a linear one, first with a negative slope and then switching around duration 150 to a less steep positive slope. This correlogram supports my conclusion that the monthly gold prices do not form a stationary process. 
First Differences

In order to form a stationary process, I took the first differences of the monthly gold prices, calculated as the price of gold in the current month minus the price of gold in the previous month.  This equation is often written as    [image: image12.png]


 = [image: image14.png]


. The resulting values can be found on the “Gold Price Data (All Years)” sheet in column J.  

The graph of the first differences can be found on the “Graph of Price (All Years)” and is shown below.  


[image: image15.png]%

First Differences of Gold Prices (Mar. 1992 - Mar. 2012)





Comparing this graph to that of the gold prices, the increasing trend was present in the original graph is no longer present. Instead, the graph of first differences oscillates around the mean.  It seems much more likely that this represents a stationary process.  I will test for stationarity in this graph in a later section.
Check for Seasonality

Before I proceed with my analysis, it is important to check for seasonality in the data.  To enable this process, I created a graph containing only the first differences of the gold prices for 2007 through 2012, since it will be easier to look for seasonality with a smaller segment of the data. This graph can be found in the sheet “Graph of 1st Differences(07-12)” and is shown below.
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Although the graph oscillates around the mean, it does not appear that there is any seasonality associated with this data series, since the relative location of a given month varies without a pattern. For example, the graph shows that the first difference of the monthly price of gold was:

· Very low in August 2008 but very high in August 2011 

· Somewhat high in October 2010 but very low in October 2011
· Somewhat high in January 2008 but somewhat low in January 2011

Thus, no seasonal adjustments need to be made to the data.
Correlogram of First Differences

To help verify whether this transformed data series is stationary, I will use Bartlett’s test.  If the random fluctuations are due to white noise, they should normally distributed with a mean of 0 and a standard deviation of (1 / number of data points). Assuming a 95% confidence level, the z critical value is 1.96. Since the sample autocorrelations of the first differences of monthly gold prices are measured over 240 data points, the standard deviation of white noise in this case would be 1 / (2401/2) = 0.06455. The 95% confidence interval for white noise would be ± 1.96 * 0.06455 = (-0.1265, 0.1265). Thus, if the data point falls within this range, it can be considered white noise, which is a stationary process. 
The correlogram containing the sample autocorrelation by lag for the first differences of monthly gold prices is available in the “Correlogram_First Diff of Price” sheet and is shown below. The calculations supporting this graph can be found in columns K-N of the “Gold Price Data (All Years)” sheet.
[image: image17.png]Sample Autocorrelation by Lag: First Differences of Monthly Gold Prices





Looking at this graph, the sample autocorrelations oscillate around 0, with the difference from one period to another getting very small as the lag increases.  It appears that the autocorrelations form a white noise process over time.  To verify whether this is accurate, I will use the confidence interval found above using Barlett’s test. 

I examined the data values that formed the correlogram, which can be found in column N of the worksheet called “Gold Price Data (All Years)”).  I found that only 7 out of 240 values (2.9%) fall outside the 95% confidence interval.  Based on this observation, one can conclude that the sample autocorrelations of the first differences of the monthly gold prices do form a white noise process, and thus the first differences of the monthly gold prices are indeed stationary.  

Determining the ARMA process
Now that I have verified that the first differences of the monthly gold price form a stationary process, I can try to determine the model that would best fit the data. The monthly gold prices were a nonstationary ARIMA process. By taking first differences, I transformed the ARIMA(p,1,q) process into a stationary ARMA(p,q) process. 
Looking at the graph of sample autocorrelation by lag based on the first differences, it does not appear that there is a moving average component to the process. If there were an MA(q) component, the correlogram would have had a sudden drop to 0 after the first q periods. In this case, there is no sudden drop in the graph, indicating that the ARMA process does not have a moving average component.  At this point, I can update the form of the process to an ARMA(p,0) process, which can simply be expressed as an AR(p) process. 
Returning to the graph of the sample autocorrelation by lag of the first differences, the graph does show a geometric decay in the sample autocorrelations as the lag period increases, with the oscillations getting closer and closer to 0 as the lag increases. This is indicative of an autoregressive process. 
I will now examine three potential autoregressive models – AR(1), AR(2), and AR(3)- to determine which of them would be the best process to model the first differences of monthly gold prices. 
AR(1)
A first-order autoregressive model can be expressed by the following equation:

Yt = Yt -1 + t + 
In order to solve for the variables in this equation, I used Excel’s Regression add-in, with the “Y” values being supplied by column B of the “Data for AR tests” sheet (containing the first differences for the current period) and the “X” value being supplied by column C of the “Data for AR tests” sheet (containing the first differences for one period prior).  The results are shown in the table below and are also available in the “AR(1)” worksheet:
[image: image18.png]SUMMARY OUTPUT

Regression Statistics
Multiple R 0.035619775
R Square 0.001268768
Adjusted R Square  -0.002945287
Standard Error 28.72696673
Observations 239
ANOVA
df S Ms F Significance F

Regression 1 248.462931 248.462931 0.301080107  0.583722618
Residual 237 195581.5524 825.2386176
Total 238 195830.0153

Coefficients _Standard Error t Stat P-value Lower 95%  Upper 95%
Intercept 5.375168315 1.897651035 2.832537813 0.005015422  1.636750211 9.113586418
X Variable 1 0.036117308 0.065822495  0.54870767 0.583722618 -0.093554588 0.165789203





These results suggest that = 0.03612and 0 = 5.37517.
Thus, the AR(1) model can be represented by the following equation:
Yt = 0.03612Yt -1 + t + 5.37517

For an AR(1) process to be stationary, the absolute value of  must be less than 1
.  This condition is satisfied here since ││= 0.03612 < 1. This confirms that this AR(1) process is stationary.

AR(2)

An second-order autoregressive model can be expressed by the following equation:

Yt = Yt -1 + 2Yt -2 + t + 0
In order to solve for the variables in this equation, I used Excel’s Regression add-in, with the “Y” values being supplied by column B of the “Data for AR tests” sheet (containing the first differences for the current period) and the “X” values being supplied by columns C and D of the “Data for AR tests” sheet (containing the first differences for one period prior and two period prior, respectively).  The results are shown in the table below and are also available in the “AR(2)” worksheet:
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Regression Statistics

Multiple R 0.07990924
R Square 0.006385487
Adjusted R Square  -0.002070807
Standard Error 28.7713748
Observations 238
ANOVA

df SS Ms F Significance F
Regression 2 1250.158763 625.0793815 0.755116473 0.47109268
Residual 235 1945311219 827.792008
Total 237 195781.2806

Coefficients _Standard Error t Stat P-value Lower 95%  Upper 95%

Intercept 5.783131296 1.935674494 2.987656919 0.003109319 1.969639498 9.596623095
X Variable 1 0.040840689 0.066110838 0.617760873 0.537331159 -0.089404939 0.171086317
X Variable 2 -0.074300942 0.067354675 -1.103129685 0.271099218 -0.206997065 0.058395182





These results suggest that = 0.04084= - 0.07430and 0 = 5.78313.

Thus, the AR(2) model can be represented by the following equation:

Yt = 0.04084Yt -1 - 0.07430Yt -2 + t + 5.78313

This AR(2) process satisfies the three “stationarity conditions”, as shown below
:

1. = 0.04084 + -0.07430 = -0.03346 (  < 1
2. = -0.07430 - 0.04084 = -0.11514 ( < 1
3. ││= 0.07430 ( ││ < 1
Since all of the necessary conditions are met, it is appropriate to conclude that this AR(2) process is stationary.
AR(3)
A third-order autoregressive model can be expressed by the following equation:

Yt = Yt -1 + 2Yt -2 + 3Yt -3 + t + 0
In order to solve for the variables in this equation, I used Excel’s Regression add-in, with the “Y” values being supplied by column B of the “Data for AR tests” sheet (containing the first differences for the current period) and the “X” values being supplied by columns C, D, and E of the “Data for AR tests” sheet (containing the first differences for one period prior, two periods prior, and three periods prior, respectively).   The results are shown in the table below and are also available in the “AR(3)” worksheet: 
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Regression Sta

Multiple R 0.158896324
R Square 0.025248042
Adjusted R Square  0.012697587
Standard Error 28.61870771
Observations 237
ANOVA
df SS Ms F Significance F

Regression 3 4942.987828 1647.662609 2.01172331  0.113026323
Residual 233 190834.0904 819.0304308
Total 236 195777.0782

Coefficients Standard Error t Stat P-value Lower95%  Upper 95%
Intercept 5.012747409 1.965072759  2.55092204 0.011384635 1.141165779 8.88432904
X Variable 1 0.051017267 0.065944916 0.773634563 0.439931129 -0.0783907249 0.180941783
X Variable 2 -0.085076407 0.067205052 -1.26592279 0.206805007  -0.21748364 0.047330825
X Variable 3 0.142597475 0.067178322 2.122670987 0.034836544  0.010242906 0.274952044





These results suggest that = 0.05102= - 0.08508=0.14260and 0 = 5.01275.
Thus, the AR(3) model can be represented by the following equation:

Yt = 0.05102Yt -1 - 0.08508Yt -2 + 0.14260Yt -3 + t + 5.01275
This AR(3) process satisfies the “stationarity conditions” for a general AR(p) process
:
1. p0.05102 -0.085080.14260 = 0.10854 < 1
2. │p│= │3│= 0.14260 < 1
Since the conditions are met, the AR(3) process is stationary.
Summary of Autoregressive Models

Below is a summary of the regression statistics of the AR(1), AR(2), and AR(3) models:
[image: image21.png]Model R Adjusted R® | Standard Error | F Statistic

AR(1) 0.001269 -0.002945| 28.7270| 0.301
AR(2) 0.006385 -0.002071] 28.7714] 0.755|
AR(3) 0.025248 0.012698 28.6187| 2.012





Looking at the three models together, all of the statistics suggest that the AR(3) model is the best fit of the three choices. This can be seen from the fact that the AR(3) model had the highest R2 and adjusted R2 values, which measure the percentage of the total sum of squares that is attributed to regression as opposed to residuals. In addition, the AR(3) model had the lowest standard error of the three possibilities (although the difference between the three was minimal). Finally, the AR(3) model had the highest F statistic, which means that it is more likely to be statistically significant than the other two models.  
Comparison of Actual vs. Fitted Values

To determine how good of a job the AR(3) process does in forecasting future data, I calculated the fitted values of the first differences of monthly gold price and compared them to the actual first differences. The graph with this comparison is shown below. The data supporting this graph can be found in the sheet “Fitted vs Actual Data” and a copy of the graph itself can be seen in the sheet “Graph_Fitted vs Actual 1st Diff”.


[image: image22.png]—— Fitted First Differences of Monthly Price:
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As you can see from the graph, the fitted values did not capture the extreme high and low peaks of the actual data. Given that the AR(2) model was a better fit than the AR(1) model and given that the AR(3) model was a better fit than the AR(2) model, it seems reasonable to conclude that a better fit of the data could be obtained by using a higher-order autoregressive model. 
Conclusions

In conclusion, I examined the monthly gold prices for March 1992 through March 2012 and found that they do not form a stationary process.  By taking first differences, I was able to form a stationary process.  I then confirmed that there was no seasonality in the data. By examining the correlogram, I concluded that there was not a moving average component to the process, but there was an autoregressive component.  I tested three potential autoregressive models (first-order, second-order, and third-order) using Excel’s Regression add-in.  Comparing the statistical results, I determined that the AR(3) model was the best fit of the data out of the three possibilities.  Finally, I used the parameters and constant terms I found for the AR(3) model to solve for the fitted first differences and compared them against the actual first differences of gold prices.  The graph showed that the AR(3) did not do a good job of capturing the high and low points of the actual data. If I were to increase the order of the AR model, it would likely do a better job of forecasting future gold prices.
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