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Introduction
Life insurance has developed quickly in China Since the reform and opening up. I worked as an actuary in a small company. So it would be meaningful to analyze premiums of life insurance further and determine the regression equation that best shows the relationship between the response variable (life insurance premium) and a series of explanatory variables. 
To perform this analysis, I will gather macro economic information from the government statistics website and then use Excel’s Regression add-in to determine the best least squares estimate values for the intercept and coefficient variables in the multiple regression equation. Some statistics will be used:

- R2 value to determine how much of the total sum of squares is explained by the regression sum of squares (as opposed to the residual sum of squares);

- t values and p values to determine whether a particular variable is statistically significant;

- F values and the standard error of regression to help choose among the possible models.

Data

Data was obtained from China Statistical Yearbook located on the government statistics website, which can be found at http://www.stats.gov.cn/tjsj/.
Academic articles have discussed that life insurance premium is affected by gross domestic product (GDP), disposable income, opportunity cost, inflation, population and so on. According to China’s specially situation, data is abstracted as below:
· From 1995 to 2010, 16 years’ data is selected. Insurance law of the People’s Republic of China is issued on June 30, 1995. Before that the development of life insurance in China is very slow. Before the reform and opening up, the domestic life insurance is even discontinued.

· China is a developing country. Even now life insurance is not widespread in the rural area. So in this regression, disposable income of urban residents would be used.
· Life insurance as a financial product is competitive to other financial products, especially save in China. So one-year deposit interest rate would be used as the opportunity cost.
· Consumer price index (CPI) would be used as inflation.
The original information of the data above can be found on the Excel worksheet called “DataSourse”.  The later sheets were used in the regression analysis.


Statistical Techniques
Excel’s Regression add-in provides a number of data items including the following: regression statistics, ANOVA results, the least squares estimator of the intercept, the least squares estimators of the coefficients of the explanatory variables, and the t statistics and p values associated with each. 
· R2 is the proportion of the total sum of squares that is explained by regression (as opposed to residuals); the higher the R2, the greater the percentage of the total sum of squares that is explained by the regression sum of squares. In this analysis, a higher R2 is preferred.  
· The adjusted R2 modifies the R2 value for degrees of freedom. Once again, a higher adjusted R2 is preferred. 
· The standard error is the estimated standard deviation of the regression, which is defined as the residual sum of squares divided by (the number of observations – the number of explanatory variables excluding the intercept – 1). In this analysis, a lower standard error is preferred since you want to keep the variance as small as possible.

· The F statistic is calculated as (RegSS / k) / (RSS / n-k-1). The larger the F statistic, the more likely it is that the regression is significant.

· The t-statistic is the square root of the F statistic. The larger the absolute value of the t-statistic associated with a given variable, the better the estimate is of the beta coefficient. 

The p-value is “the probability that we would observe an ordinary least squares estimator as far from the null hypothesis (or farther) because of sampling error.”
  The lower the p value, the more likely it is that the estimator is significant.

Initial Regression Equation
Based on the available data, I defined a regression equation of life insurance premium on GDP, disposable income of urban residents (DI), one-year deposit interest rate (DIRate), CPI, total population (TP):

Y = 1X1 2X2 3X3 4X4 5X5 
Where Y is the life insurance premium, X1  X2  X3  X4  X5 is GDP, disposable income of urban residents (DI), one-year deposit interest rate (DIRate), CPI, total population (TP) respectively. 
Using the data in the “5Variables” worksheet and Excel’s Regression add-in, I obtained the following results (which can also be found in the “5Variables” sheet)
Y = -1514470 + 0.0367X1 – 29.0448X2 - 437258X3 + 351482X4 + 1161X5
This model has a very high R2 (98.32%) and adjusted R2 (97.49%), indicating that the model totally significant. But almost each variable is not significant. Also the coefficient of disposable income is negative, which is inconsistent with the economic analysis. This indicates that there is multicollinearity in the explanatory variables.
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Regression Statistics

Multiple R 0.991584828

R Square 0.983240471

Adjusted R Square 0.974860706

Standard Error 49405.27745

Observations 16

ANOVA

df SS MS F Significance F

Regression 5 1.43201E+12 2.86401E+11 117.33509 1.51867E-08

Residual 10 24408814404 2440881440

Total 15 1.45641E+12

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept -1514470.734 3007583.752 -0.503550643 0.6254836 -8215784.913 5186843.4

GDP 0.036714593 0.025978992 1.413241638 0.1879475 -0.021170208 0.0945994

DI -29.04477569 63.41693305 -0.457997167 0.6567452 -170.3465075 112.25696

DIRate -437258.5437 2171726.163 -0.201341473 0.8444681 -5276165.962 4401648.9

CPI 351284.2679 658831.1238 0.533193189 0.6055463 -1116682.95 1819251.5

TP 1161.042874 2410.084784 0.481743581 0.6403571 -4208.960648 6531.0464


Explanatory Variables Screen
- As literature indicate disposable income is a function of GDP, and GDP is an important influence factor of life insurance premium, GDP would be used while indicate disposable income would not be included in this regression. Regression of GDP on disposable income would also indicate the strong linearity between them as follow.
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Regression Statistics

Multiple R 0.9992356

R Square 0.9984718

Adjusted R Square 0.9983626

Standard Error 0.0242218

Observations 16

ANOVA

df SS MS F Significance F

Regression 1 5.366526462 5.3665265 9147.0419 4.08038E-21

Residual 14 0.008213734 0.0005867

Total 15 5.374740196

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept 5.1953939 0.118162593 43.968178 2.087E-16 4.941960335 5.4488274

DI 1.2468368 0.013036748 95.640169 4.08E-21 1.218875723 1.2747978


· As life insurance premium and GDP would be influenced severely by its prior data, the data of life insurance premium and GDP would be taken natural logarithm. 

So the regression would be natural logarithm of life insurance premium on natural logarithm of GDP, one-year deposit interest rate (DIRate), CPI, natural logarithm of total population (TP):

Y = 1X1 2X2 3X3 4X4 
Where Y is natural logarithm of life insurance premium, X1  X2  X3  X4 is natural logarithm of GDP, one-year deposit interest rate (DIRate), CPI, natural logarithm of total population (TP) respectively. 


Hypothesis

I will test the null hypothesis that all of the regression coefficients (the I’s) are 0.  That is, 
H0:1 = 2= 3 = 4 = 0



4 Variables Model
This model represents the least squares regression of natural logarithm of life insurance premium (Y) on natural logarithm of GDP (X1), one-year deposit interest rate (X2), CPI (X3) and natural logarithm of total population (X4).

Using the data in the “4Variables” worksheet and Excel’s Regression add-in, I obtained the following results (which can also be found in the “4Variables” sheet):
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Regression Statistics

Multiple R 0.992664

R Square 0.9853819

Adjusted R Square 0.9800662

Standard Error 0.1879936

Observations 16

ANOVA

df SS MS F Significance F

Regression 4 26.20547241 6.5513681 185.37282 5.181E-10

Residual 11 0.388757362 0.0353416

Total 15 26.59422977

Coefficients Standard Error t Stat P-value Lower 95%Upper 95%

Intercept -38.409278 79.90383369-0.4806938 0.6401523-214.27643 137.45787

GDP 1.398047 0.576614816 2.4245769 0.0337323 0.1289263 2.6671676

DIRate -17.12276 6.545868723-2.6158117 0.0240073 -31.53012-2.7153998

CPI -0.3703721 2.290318182-0.1617121 0.8744646-5.4113285 4.6705842

TP 3.9277919 12.42262419 0.3161805 0.7577841 -23.41422 31.269803


This model can be represented by the following equation:

Y = -38.409 + 1.396X1 - 17.123X2 - 0.370X3 + 3.928X4 

This model has a very high R2 (96.54%) and adjusted R2 (96%), indicating that the independent variables (GDP, etc.) explain the vast majority of the variation in the dependent variable (life insurance premium). In other words, if one uses the values shown above (in the “Coefficients” column) for the least squares estimators of the coefficients and the intercept, the total sum of squares is almost entirely explained by the regression as opposed to the residuals. 
The t-statistic associated with CPI (-0.16171) is the lowest (in absolute value terms) of the four explanatory variables.  Since a higher t-statistic indicates a better estimate of the true coefficient, the variable associated with the lowest t-statistic would be the least likely to be a good estimator. In addition, the p-value associated with CPI (0.87446) is the highest of the p-values of the four explanatory variables. In general, the lower the p-value, the more likely it is that the result is significant. Thus, both of these statistics indicate that CPI is the least significant variable of those shown above.  I will remove this variable for the next round of testing.
3 Variables Model
This model represents the least squares regression of natural logarithm of life insurance premium (Y) on natural logarithm of GDP (X1), one-year deposit interest rate (X2), and natural logarithm of total population (X3).

Using the data in the “3Variables” worksheet and Excel’s Regression add-in, I obtained the following results (which can also be found in the “3Variables” sheet):
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Regression Statistics

Multiple R 0.992646532

R Square 0.985347138

Adjusted R Square 0.981683923

Standard Error 0.180203952

Observations 16

ANOVA

df SS MS F Significance F

Regression 3 26.2045482 8.7348494 268.98422 2.88433E-11

Residual 12 0.389681572 0.0324735

Total 15 26.59422977

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept -34.83472073 73.60387101-0.4732729 0.6445115 -195.203779 125.53434

GDP 1.406432281 0.550483048 2.5549057 0.02523690.207032754 2.6058318

DIRate -17.93609892 4.015917382 -4.466252 0.0007707 -26.6860312-9.1861666

TP 3.411766355 11.5083251 0.2964607 0.7719466 -21.66272 28.486253


This model can be represented by the following equation:

Y = -34.835 + 1.406X1 - 17.936X2 + 3.412X3 
This model has a very high R2 (96.53%) and adjusted R2 (96.17%), indicating that the total sum of squares is almost entirely explained by the regression as opposed to the residuals. 

The t-statistic associated with total population (0.29646) is the lowest (in absolute value terms) of the three explanatory variables.  Since a higher t-statistic indicates a better estimate of the true coefficient, the variable associated with the lowest t-statistic would be the least likely to be a good estimator. In addition, the p-value associated with total population (0.77195) is the highest of the three explanatory variables. In general, the lower the p-value, the more likely it is that the result is significant.  Thus, both of these statistics indicate that the least significant variable of those shown above is total population.  I will remove this variable for the next round of testing.
2 Variables Model

This model represents the least squares regression of natural logarithm of life insurance premium (Y) on natural logarithm of GDP (X1) and one-year deposit interest rate (X2).

Using the data in the “2Variables” worksheet and Excel’s Regression add-in, I obtained the following results (which can also be found in the “2Variables” sheet):
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Regression Statistics

Multiple R 0.992592474

R Square 0.98523982

Adjusted R Square 0.982969023

Standard Error 0.173767225

Observations 16

ANOVA

df SS MS F Significance F

Regression 2 26.20169414 13.100847 433.87402 1.2563E-12

Residual 13 0.392535631 0.030195

Total 15 26.59422977

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept -13.01953756 1.589608355-8.1904058 1.727E-06-16.4536776-9.5853975

GDP 1.567076595 0.093511941 16.758037 3.492E-10 1.36505633 1.7690969

DIRate -18.95247326 2.01669243-9.3978006 3.681E-07-23.3092724-14.595674


This model can be represented by the following equation:

Y = -13.019 + 1.567X1 - 18.952X2 

This model has a very high R2 (98.52%) and adjusted R2 (98.30%), indicating that the independent variables explain the vast majority of the variation in the dependent variable. 

One important difference of this model from the others previously analyzed is that all of the p-values are low enough that they are all likely to be significant regardless of the significance level set. For example, the largest p-value here is that associated with one-year deposit interest rate, which would be considered significant at the 10%, 5%, 2%, and 1% significance levels.

Based on these observations, it seems that this model would be the best way to model the life insurance premium. However, before making the final conclusion, I feel it is important to analyze the models with 1 variable to see if it is superior. Since one-year deposit interest rate has the lowest t-statistic and highest p-value of the variables listed above, I will remove this variable for the next round of testing.
1 Variable Model

This model represents the least squares regression of natural logarithm of life insurance premium (Y) on natural logarithm of GDP (X1).

Using the data in the “1Variables” worksheet and Excel’s Regression add-in, I obtained the following results (which can also be found in the “1Variables” sheet):
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Regression Statistics

Multiple R 0.940724694

R Square 0.884962951

Adjusted R Square 0.876746019

Standard Error 0.467464416

Observations 16

ANOVA

df SS MS F Significance F

Regression 1 23.534908 23.534908 107.69992 5.88926E-08

Residual 14 3.0593217 0.218523

Total 15 26.59423

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept -22.41208403 3.3253585-6.7397498 9.475E-06 -29.5442686-15.279899

GDP 2.092558051 0.2016368 10.377857 5.889E-08 1.660090105 2.525026


This model can be represented by the following equation:

Y = -22.412 + 2.093 X1 

The R2 (88.50%) and adjusted R2 (87.67%) in this model are substantially lower than those in the rest of the models examined above, indicating that approximately 13% of the total sum of squares in the 1 Variable Model is due to residuals rather than regression. In addition, the standard error of the regression is extremely high in this model as compared to the 2 variable model analyzed above (0.4675 in the 1 variable model vs. 0.1738 in the 2 variables model). Finally, the F statistic is significantly lower in this model than in the 2 variable model analyzed above (107.70 in the 1 variable model vs. 433.87 in the 2 variables model).
Since a lower standard error is preferable to a higher standard error and higher F statistic is more likely to lead to significance than a lower F statistic, the 2 variables model is a better fit than the 1 variable model.

Based on all of the above analysis, it is my conclusion that the 2 variables model (regression of GDP and one-year deposit interest rate) is the best model to represent the life insurance premium.
Conclusions
Data can’t be used directly as we get them when regression. We should consider the multicollinearity and trend influence. After the screen, disposable income is excluded and natural logarithm is taken to premium, GDP and total population. The regression would be natural logarithm of life insurance premium on natural logarithm of GDP, one-year deposit interest rate (DIRate), CPI, natural logarithm of total population (TP). Then null hypothesis that all of the regression coefficients (the I’s) are 0 is tested.
The following table summarizes the results of the regression analysis performed above.  As you can see, the model using 2 explanatory variables (GDP and one-year deposit interest rate) and an intercept was the best choice. This is confirmed by the fact that this model had the highest F statistic (433.874), a high R2 an adjusted R2 value (98.52% and 98.30% respectively), and a reasonable standard error (0.17377).  
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(excluding intercept) F-statistic R-square

Adjusted

R-square

Standard

Error

4 185.37282 0.9853819 0.980066 0.1879936

3 268.98422 0.9853471 0.981684 0.180204

2 433.87402 0.9852398 0.982969 0.1737672

1 107.69992 0.884963 0.876746 0.4674644


Based on the regression tests that I performed, I must reject my null hypothesis that all of the beta coefficients were 0. Rather, the regression equation that best fits the life insurance premium based on least squares regression is that demonstrated by the model that regresses natural logarithm of life insurance premium (Y) on natural logarithm of GDP (X1) and one-year deposit interest rate (X2): Y = -13.019 + 1.567X1 - 18.952X2.
� NEAS Regression Analysis, Module 8: Simple linear regression practice problems, Question 8.9.





