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Olympic Swimming: 100 Meter Freestyle
Introduction:

I have always loved swimming, and participated in my town swim team in middle school, and the high school swim team as well.  Although I was never very talented, I always love to watch the swimmers at the Olympics, and see how fast they can move in the water.   This project allowed me to research the winning times of the 100 meter freestyle race (chosen as it has been swum the most times of any Olympic swimming race).  For my project, I will attempt to identify the best fit model for this data. 
Data:
The first Olympic swimming races were swum in 1896, including the 100 meter freestyle event.  Including that Olympic Games, the 100 meter race has been swum 25 times (it was included in every Olympics except 1900, and no races were swum in 1916, 1940, or 1944, due to World Wars I and II).  In 1904, the length of the race was 100 yards (91.44 meters), rather than 100 meters.  However, Zoltán Halmay, the Olympic winner in 1904, broke the world record in Vienna one year later, in 1905, for 100 meters, so I replaced the 1904 Olympic data point with the 1905 non-Olympic, but correct distance, data point.   In addition, the 1896 data point is significantly higher than the other data points, due to several differences in the race, the most notable being that it was swum in a lake instead of a pool, and so I removed that data point.
All data can be found at the link provided:

http://en.wikipedia.org/wiki/Swimming_at_the_Summer_Olympics
Below, I have compiled a graph with the winning times for each Olympic Games (with the 1904 Games replaced with Vienna 1905). 
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Autocorrelation:
As can be clearly seen above, the graph of winning times has been decreasing steadily from 1905 until the most recent Olympic Games. This makes it unlikely that the starting data set is stationary.  However, it is still important to check if the data is stationary using the autocorrelation function, represented below:
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From the correlogram above, we can see that the original data set is not stationary, as the autocorrelation function does not trend towards zero.  Thus it becomes necessary to transform the data by taking the first difference, second difference, etc., until a stationary time series can be found.  

First Difference:

The first difference of the data is ∇Y​t​​ = Yt – Yt-1. Below are graphs showing the first difference and the correlogram of the first difference.  Although the first difference graph is much closer to zero than the original data, the autocorrelation of the first difference could perhaps trend towards zero a bit faster.  
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Second Difference:
As the correlogram of the first difference did not show stationarity as well as I had hoped, below are the graphs of the second difference and the correlogram of the second difference:

[image: image6.emf]Second Difference

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

1912 1920 1924 1928 1932 1936 1948 1952 1956 1960 1964 1968 1972 1976 1980 1984 1988 1992 1996 2000 2004 2008

Olympic Games Year


[image: image7.emf]Autocorrelation: Second Difference

-0.6000

-0.4000

-0.2000

0.0000

0.2000

0.4000

0.6000

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

Lag


From this correlogram, we can see that the autocorrelation of the second difference is high.  The graph clearly oscillates around 0, which indicates that the second difference is indeed stationary.  

Seasonality:

It was not necessary to adjust this data for seasonality, as the data points represent separate years, at the same time of the year each time.  Thus no seasonal component should be added.
Autoregressive Models:

Once deciding that the second difference is indeed stationary, I can now fit an autoregressive model to the data using the second difference. I will be considering several autoregressive models of the form AR(p), and will be using Excel to fit the data to these autoregressive models.  
The general form of an autoregressive model AR(p) is shown below:


Yt = φ1*Yt-1 + φ2* Yt-2 + φ3* Yt-3 + … + φp* Yt-p + δ + εt
The AR(1) model takes the form Yt = φ1*Yt-1 + δ + εt.  Using Excel (tab labeled (5) Autoregression) , I found these results: 
	SUMMARY OUTPUT

	
	

	Regression Statistics

	Multiple R
	0.540985

	R Square
	0.292665

	Adjusted R Square
	0.255437

	Standard Error
	0.987791

	Observations
	21

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	7.670587
	7.670587
	7.861378
	0.011329

	Residual
	19
	18.53888
	0.975731
	
	

	Total
	20
	26.20947
	 
	 
	 


Which lead to an AR(1) formula of Yt​​ = 0.037563 – 0.5797Yt-1 + εt. 

I tested again for the AR(2) model, and found these results:

	SUMMARY OUTPUT

	
	

	Regression Statistics

	Multiple R
	0.589321

	R Square
	0.347299

	Adjusted R Square
	0.270511

	Standard Error
	1.001249

	Observations
	20

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	9.068232
	4.534116
	4.522812
	0.026612

	Residual
	17
	17.04249
	1.002499
	
	

	Total
	19
	26.11072
	 
	 
	 


Which lead to an AR(2) formula of Yt​​ = 0.083767 – 0.77015Yt-1 – 0.30877Yt-2 + εt. 

Lastly, I found these results for the AR(3) model:

	SUMMARY OUTPUT
	

	
	

	Regression Statistics

	Multiple R
	0.59295

	R Square
	0.35159

	Adjusted R Square
	0.221908

	Standard Error
	1.061932

	Observations
	19

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	9.172156
	3.057385
	2.711168
	0.082046

	Residual
	15
	16.91551
	1.1277
	
	

	Total
	18
	26.08766
	 
	 
	 


Which lead to an AR(3) formula of Yt​​ = 0.111496 – 0.7998Yt-1 – 0.37412Yt-2 – 0.06332Yt-2 + εt.

Comparison of AR(1), AR(2), and AR(3):

 To compare the three autoregressive models, I looked both at time series statistics, and at a graph showing all three compared to the second difference graph.  

	 
	R-Square
	Adj. R-Sq
	Box Pierce

	AR(1)
	0.292665
	0.255437
	9.0632747

	AR(2)
	0.347299
	0.270511
	0.1066469

	AR(3)
	0.35159
	0.221908
	0.2144536
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After considering both the statistical measures and the graph, I would first remove AR(1) from consideration.  Although it has a lower adjusted R squared value than AR(2), the Box-Pierce statistic is higher, and it’s ANOVA statistical results are not nearly as good as those for AR(2).  I also will rule out AR(3); although it has a more modified fit than AR(2), it is not accompanied by a similar increase in the strength of the statistics.  The Box-Pierce statistic actually gets higher, and so does the R squared value (although the adjusted R squared value does decrease from AR(2) to AR(3)).  For the ANOVA statistics, the AR(2) model has the best mix of statistics; for some statistics, it improves upon AR(1), and for others, it is better than the results for AR(3). Although both AR(1) and AR(3) do have some statistics which perform better than those for AR(2), overall, AR(2) has a very strong mix of statistics.  Thus my final model choice is AR(2), with a model of Yt​​ = 0.083767 – 0.77015Yt-1 – 0.30877Yt-2 + εt.
