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Introduction

Every day, billions of people wake up from their sleep to their own versions of reality. For a majority of these people, abject poverty will necessitate that throughout their lives (however long that may be), they will be forced to live on empty stomachs, with diseases, in the face of exploitation and with reasons to give up all hope for redemption. It is, after all, a cruel, cold world.
It is equally true, that for a minority of these billions, life will mean waking up on spring-mattresses to LCD televisions, catching highlights of the big game they missed last night, followed by a stop at Starbucks for that first daily dose of caffeine, and while at it, getting in touch with friends on their touch-screen mobile phones with full 1080p video capture. There was no better time to be alive.
No matter what bit of the spectrum your life is at, most will agree that there are certain “things” that should make our life “more” satisfying. 

Unfortunately, for the purposes of this test, I had to cherry-pick the “things” that I could use, considering how meaningful data was not as readily available as I had been led to believe by postings on NEAS (percentage of households in the world with active usage of musical instruments, number of people who have had physical intimacy before the age of 16, the number of hours spent watching television in a year).

I was therefore limited to conducting a test on what makes life satisfying based on some of the more common global political discourses and economic indices of our time.
This test is a rather brave and naive attempt, to find what variable most affects our perception of being satisfied with life. 

I will regress the Satisfaction with Life Index (response variable), a list that tries to quantify how happy people feel, against the five following explanatory variables: 

1. Public expenditure on education as a percentage of government expenditure (Variable 1)

2. Total population (Variable 2)

3. Percentage of women holding seats in parliament (Variable 3)

4. Percentage of population for whom religion is not important (Variable 4)

5. 10 year average GDP growth rates from 2000 to 2010 (Variable 5)
Hypothesis

In theory, the idea is to find one or more explanatory variables that produce a statistically significant result for a linear model of Satisfaction with Life. In simpler terms, one or more of the variables mentioned above, should have a stronger impact on the Satisfaction with Life Index than others, and if this is true, it should appear as such in our statistical tests. 
Data

The data for this analysis was picked up from the following sources:
· http://en.wikipedia.org/wiki/Satisfaction_with_Life_Index
· http://data.worldbank.org/indicator
· http://data.un.org/Explorer.aspx

	Country
	Satisfaction with Life Index
	Variable 1
	Variable 2
	Variable 3
	Variable 4
	Variable 5

	Denmark
	273.50
	14.96%
	5,544,139
	38%
	83%
	0.86%

	Switzerland
	273.33
	16.67%
	7,825,243
	29%
	57%
	1.85%

	Austria
	260.00
	11.21%
	8,384,745
	27.9%
	48%
	1.76%

	Iceland
	260.00
	13.87%
	317,398
	42.9%
	60%
	2.47%

	Finland
	256.67
	12.43%
	5,363,624
	40%
	69%
	2.17%

	Sweden
	256.67
	12.95%
	9,379,116
	45%
	88%
	2.31%

	Canada
	253.33
	12.55%
	34,108,752
	22.1%
	61%
	2.19%

	Ireland
	253.33
	13.38%
	4,481,430
	13.9%
	49%
	3.09%

	Luxembourg
	253.33
	9.82%
	505,831
	20%
	64%
	3.29%

	Costa Rica
	250.00
	23.06%
	4,658,887
	38.6%
	17%
	4.06%

	Malta
	250.00
	30.91%
	412,961
	8.7%
	14%
	2.03%

	Netherlands
	250.00
	11.9%
	16,612,213
	40.7%
	65%
	1.62%

	Malaysia
	246.67
	17.23%
	28,401,017
	9.9%
	10%
	5.03%

	New Zealand
	246.67
	17.86%
	4,367,800
	33.6%
	67%
	2.43%

	Norway
	246.67
	16.1%
	4,885,240
	39.6%
	78%
	1.68%

	United Arab Emirates
	246.67
	23.38%
	7,511,690
	22.5%
	4%
	4.92%

	United States
	246.67
	13.79%
	309,050,816
	16.8%
	36%
	1.85%

	Australia
	243.33
	12.91%
	22,328,800
	24.7%
	67%
	3.14%

	Belgium
	243.33
	12.92%
	10,879,159
	39.3%
	68%
	1.6%

	Bahrain
	240.00
	11.72%
	1,261,835
	2.5%
	10%
	6.34%

	Germany
	240.00
	10.36%
	81,702,329
	32.8%
	62%
	1.15%

	Guyana
	240.00
	16.72%
	754,493
	30%
	11%
	2.12%

	Kuwait
	240.00
	12.93%
	2,736,732
	7.7%
	2%
	7.01%

	Panama
	240.00
	8.95%
	3,516,820
	8.5%
	11%
	5.73%

	United Kingdom
	236.67
	11.07%
	62,218,761
	22%
	76%
	1.96%

	Dominican Republic
	233.33
	11.02%
	9,927,320
	20.8%
	14%
	5.38%

	Jamaica
	233.33
	8.76%
	2,702,300
	13.3%
	29%
	0.96%

	Spain
	233.33
	11.24%
	46,081,574
	36.6%
	55%
	2.36%

	Cyprus
	230.00
	17.4%
	1,103,647
	12.5%
	26%
	3.04%

	Italy
	230.00
	9.38%
	60,483,521
	21.3%
	30%
	0.71%

	Mexico
	230.00
	21.59%
	113,423,047
	26.2%
	44%
	2.25%

	Singapore
	230.00
	10.33%
	5,076,700
	23.4%
	53%
	6%

	Trinidad and Tobago
	230.00
	13.4%
	1,341,465
	28.6%
	8%
	5.76%

	Argentina
	226.67
	14.02%
	40,412,376
	38.5%
	30%
	4.08%

	Israel
	223.33
	13.74%
	7,624,600
	18.3%
	54%
	3.71%

	Mongolia
	223.33
	14.61%
	2,756,001
	3.9%
	50%
	6.05%

	El Salvador
	220.00
	13.12%
	6,192,993
	19%
	13%
	1.93%

	France
	220.00
	10.58%
	64,876,618
	18.9%
	74%
	1.38%

	Indonesia
	220.00
	17.87%
	239,870,937
	18%
	1%
	5.19%

	Slovenia
	220.00
	11.77%
	2,052,821
	14.4%
	51%
	2.91%

	Chile
	216.67
	18.22%
	17,113,688
	14.2%
	27%
	3.81%

	Namibia
	216.67
	22.4%
	2,283,289
	24.4%
	8%
	4.49%

	Paraguay
	216.67
	11.92%
	6,454,548
	12.5%
	10%
	3.42%

	Thailand
	216.67
	20.33%
	69,122,234
	13.3%
	2%
	4.4%

	Czech Republic
	213.33
	9.52%
	10,525,090
	22%
	72%
	3.27%

	Philippines
	213.33
	16.95%
	93,260,798
	21.4%
	6%
	4.74%

	Tunisia
	213.33
	22.74%
	10,549,100
	27.6%
	7%
	4.5%

	Brazil
	210.00
	16.1%
	194,946,470
	8.8%
	10%
	3.67%

	China
	210.00
	12.97%
	1,338,299,512
	21.3%
	82%
	10.3%

	Cuba
	210.00
	17.48%
	11,257,979
	43.2%
	64%
	5.3%

	Greece
	210.00
	9.22%
	11,319,048
	17.3%
	24%
	2.39%

	Nicaragua
	210.00
	15.21%
	5,788,163
	20.7%
	19%
	3.48%

	Uruguay
	210.00
	11.58%
	3,356,584
	15.2%
	64%
	2.64%

	Ghana
	206.67
	24.38%
	24,391,823
	8.3%
	4%
	5.63%

	Country
	Satisfaction with Life Index
	Variable 1
	Variable 2
	Variable 3
	Variable 4
	Variable 5

	Japan
	206.67
	9.41%
	127,450,459
	11.3%
	71%
	0.94%

	Portugal
	203.33
	10.99%
	10,642,841
	27.4%
	33%
	0.94%

	Tajikistan
	203.33
	18.72%
	6,878,637
	19%
	11%
	8.37%

	Vietnam
	203.33
	19.79%
	86,936,464
	25.8%
	44%
	7.22%

	Comoros
	196.67
	24.12%
	734,750
	3%
	1%
	2%

	Croatia
	196.67
	9.99%
	4,424,161
	23.5%
	29%
	2.82%

	Poland
	196.67
	11.77%
	38,187,488
	20%
	24%
	3.95%

	Kazakhstan
	193.33
	12.09%
	16,316,050
	17.8%
	45%
	8.46%

	Bangladesh
	190.00
	13.99%
	148,692,131
	18.6%
	12%
	5.83%

	Hungary
	190.00
	10.36%
	10,008,703
	9.1%
	63%
	2.22%

	South Africa
	190.00
	19.2%
	49,991,300
	44.5%
	20%
	3.57%

	Cambodia
	186.67
	12.39%
	14,138,255
	21.1%
	3%
	8.12%

	Ecuador
	186.67
	8.01%
	14,464,739
	32.3%
	2%
	4.46%

	Kenya
	186.67
	17.21%
	40,512,682
	9.8%
	3%
	3.81%

	Lebanon
	186.67
	7.23%
	4,227,597
	3.1%
	13%
	4.84%

	Morocco
	186.67
	25.71%
	31,951,412
	10.5%
	6%
	4.64%

	Peru
	186.67
	16.36%
	29,076,512
	27.5%
	15%
	5.46%

	Senegal
	186.67
	24%
	12,433,728
	22.7%
	3%
	3.99%

	Bolivia
	183.33
	18.06%
	9,929,849
	25.4%
	13%
	3.73%

	Nepal
	183.33
	19.47%
	29,959,364
	33.2%
	5%
	4.1%

	Benin
	180.00
	18.2%
	8,849,892
	10.8%
	6%
	4.16%

	Botswana
	180.00
	16.23%
	2,006,945
	7.9%
	16%
	4.31%

	India
	180.00
	10.74%
	1,170,938,000
	10.8%
	9%
	7.36%

	Mozambique
	180.00
	21.05%
	23,390,765
	39.2%
	13%
	7.32%

	Mali
	176.67
	21.98%
	15,369,809
	10.2%
	3%
	5.34%

	Mauritania
	176.67
	10.13%
	3,459,773
	22.1%
	2%
	4.63%

	Algeria
	173.33
	20.27%
	35,468,208
	7.7%
	9%
	3.62%

	Romania
	173.33
	11.79%
	21,442,012
	11.4%
	17%
	4.22%

	Cameroon
	170.00
	17.89%
	19,598,889
	13.9%
	6%
	3.42%

	Estonia
	170.00
	14.22%
	1,339,646
	22.8%
	78%
	4.71%

	Jordan
	170.00
	20.6%
	6,047,000
	6.4%
	4%
	5.97%

	Sierra Leone
	166.67
	18.05%
	5,867,536
	13.2%
	1%
	9.17%

	Azerbaijan
	163.33
	10.93%
	9,047,932
	11.4%
	54%
	14.91%

	Central African Republic
	163.33
	11.74%
	4,401,051
	9.6%
	1%
	1.12%

	Togo
	163.33
	17.56%
	6,027,798
	11.1%
	13%
	2.31%

	Zambia
	163.33
	14.8%
	12,926,409
	14%
	5%
	5.43%

	Angola
	160.00
	4.41%
	19,081,912
	38.6%
	10%
	10.67%

	Djibouti
	160.00
	22.83%
	888,716
	13.8%
	3%
	3.6%

	Burkina Faso
	156.67
	21.83%
	16,468,714
	15.3%
	6%
	5.37%

	Ethiopia
	156.67
	25.37%
	82,949,541
	27.8%
	10%
	8.28%

	Latvia
	156.67
	14.74%
	2,242,916
	22%
	58%
	4.32%

	Lithuania
	156.67
	13.1%
	3,320,656
	19.1%
	52%
	4.5%

	Uganda
	156.67
	15.04%
	33,424,683
	31.5%
	5%
	7%

	Malawi
	153.33
	14.74%
	14,900,841
	20.8%
	1%
	4.43%

	Chad
	150.00
	8.68%
	11,227,208
	5.2%
	7%
	7.97%

	Rwanda
	146.67
	16.87%
	10,624,005
	56.3%
	5%
	7.64%

	Bulgaria
	143.33
	12.35%
	7,543,325
	20.8%
	58%
	4.27%

	Pakistan
	143.33
	9.93%
	173,593,383
	22.2%
	4%
	4.6%

	Georgia
	136.67
	7.73%
	4,452,800
	6.5%
	15%
	5.93%

	Belarus
	133.33
	8.9%
	9,490,500
	35%
	50%
	7.29%

	Armenia
	123.33
	12.99%
	3,092,072
	9.2%
	18%
	8.07%

	Ukraine
	120.00
	20.22%
	45,870,700
	8%
	46%
	4.67%

	Moldova
	116.67
	22.34%
	3,562,062
	23.8%
	21%
	4.92%

	Burundi
	100.00
	25.08%
	8,382,849
	32.1%
	2%
	2.8%


You will note that there are only 108 countries in the list above, as opposed to the 178 in the original index. Reasons for this may be best explained by the following examples:

· Countries like Saudi Arabia, Niger, and Madagascar have no women in parliament. These countries, among several others, were therefore excluded from the list. 

· Zimbabwe is the only country with an average negative GDP growth. This was therefore excluded.

· Other countries were removed as data was unavailable for one or more of the sections. Unsurprisingly, Iran, Afghanistan and North Korea made this list.

Assumptions
As with other linear regressions, I have assumed that the error terms of the response and explanatory variables are distributed normally, linearly, and have constant mean and variance, measured independent of other variables without error. 

In order for these variables to be normally distributed, it is necessary for the data to have zero skewness. As a formula, this implies that (Median - Lower Quartile) / (Upper Quartile - Median) for each of the variables should equal 1.

Therefore, from the data printed above, we get the following results:

	Variable
	Skewness

	Satisfaction with Life Index
	1.251

	Public expenditure on education as a percentage of government expenditure
	0.615

	Total population
	0.288

	Percentage of women holding seats in parliament
	1.355

	Percentage of population for whom religion is not important
	0.286

	10 year average GDP growth from 2000 to 2010
	1.308


Transformations will be required to ensure skewness becomes zero, and these are as follows:

	Variable
	Transformation

	Satisfaction with Life Index
	(ln x) ^ 14.445

	Public expenditure on education as a percentage of government expenditure
	(ln x) ^ -2.030

	Total population
	(ln x) ^ -3.437

	Percentage of women holding seats in parliament
	(ln x) ^ 6.082

	Percentage of population for whom religion is not important
	(1/x) ^ 0.136

	10 year average GDP growth from 2000 to 2010
	(e^(x)) ^ 0.179


Regression Equation and Procedure

The regression equation is defined as:
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Where:
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  = Intercept
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= Slope for variable i

Response Variable:         [image: image7.png]


  = Satisfaction with Life
Explanatory Variables:   [image: image9.png]


= Public expenditure on education as a percentage
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= Total Population
                                            [image: image13.png]


= Percentage of women holding seats in parliament
                                            [image: image15.png]


= Percentage of population for whom religion is not important
                                            [image: image17.png]


= 10 year average GDP growth rate 
The Regression Analysis tool is Microsoft Excel was used for running the regressions on the models.

Model 1
The first model uses all untransformed response and explanatory variables in order to compare with the regression performed on the transformed variables. This should better be able to predict “satisfaction” based on the parameters we have chosen.

	SUMMARY OUTPUT
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.540453678
	
	
	
	
	
	
	

	R Square
	0.292090178
	
	
	
	
	
	
	

	Adjusted R Square
	0.257388716
	
	
	
	
	
	
	

	Standard Error
	33.05040716
	
	
	
	
	
	
	

	Observations
	108
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	5
	45971.93833
	9194.387667
	8.417229779
	1.07303E-06
	
	
	

	Residual
	102
	111417.6002
	1092.329413
	
	
	
	
	

	Total
	107
	157389.5385
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	209.4888782
	15.774577
	13.2801582
	5.71147E-24
	178.2000953
	240.7776611
	178.2000953
	240.7776611

	X Variable 1
	0.012644201
	0.693216124
	0.018239911
	0.985483095
	-1.362346
	1.387634401
	-1.362346
	1.387634401

	X Variable 2
	1.39779E-08
	1.92597E-08
	0.725759506
	0.469648183
	-2.42236E-08
	5.21795E-08
	-2.42236E-08
	5.21795E-08

	X Variable 3
	0.253776357
	0.30349176
	0.836188625
	0.405003439
	-0.348197806
	0.85575052
	-0.348197806
	0.85575052

	X Variable 4
	40.29866653
	14.79321207
	2.72413228
	0.007586636
	10.95641534
	69.64091772
	10.95641534
	69.64091772

	X Variable 5
	-5.903369443
	1.45562424
	-4.055558628
	9.79865E-05
	-8.790591764
	-3.016147123
	-8.790591764
	-3.016147123


The R square for a model measures, as a percentage, the dependency of the response variable explained by movements in the measures of explanatory variables. The R square for this model comes to 29.2%, with the adjusted R square coming to 25.7% indicating the five explanatory variables together are poor predictors of “satisfaction”. 

The regression equation is 
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Model 2
This model uses the transformed measures of the five explanatory variables and the transformed response variable to determine the best predictors of calories. The results of this model will be compared with those of Model 1 to judge the better interpreters, as well as to see how we can improve the regression equation.
	SUMMARY OUTPUT
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.547989042
	
	
	
	
	
	
	

	R Square
	0.30029199
	
	
	
	
	
	
	

	Adjusted R Square
	0.265992578
	
	
	
	
	
	
	

	Standard Error
	12762423765
	
	
	
	
	
	
	

	Observations
	108
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	5
	7.13006E+21
	1.42601E+21
	8.755018534
	6.15738E-07
	
	
	

	Residual
	102
	1.66137E+22
	1.62879E+20
	
	
	
	
	

	Total
	107
	2.37438E+22
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	61337425075
	10432211562
	5.879618594
	5.2341E-08
	40645193345
	82029656805
	40645193345
	82029656805

	X Variable 1
	-14101321874
	28181518026
	-0.500374815
	0.617889094
	-69999201053
	41796557306
	-69999201053
	41796557306

	X Variable 2
	8.7214E+13
	5.044E+13
	1.729064329
	0.086823016
	-1.28334E+13
	1.87261E+14
	-1.28334E+13
	1.87261E+14

	X Variable 3
	2051886.371
	1309675.507
	1.566713556
	0.120278902
	-545847.4776
	4649620.219
	-545847.4776
	4649620.219

	X Variable 4
	-22831934133
	5674022411
	-4.023941479
	0.000110051
	-34086325002
	-11577543263
	-34086325002
	-11577543263

	X Variable 5
	-2633089432
	814415016.4
	-3.23310521
	0.001650017
	-4248476941
	-1017701924
	-4248476941
	-1017701924


The regression equation is:
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On a first glance, it is evident that a regression of the transformed response variable against the transformed explanatory variables has given exceptionally extreme values of coefficients for the explanatory variables and the intercept. However, there has been a marginal improvement in the R Square as compared to Model 1, with a value of 30.02%. The adjusted R Square has also improved slightly to 26.60%, with a similar increase in the F-test to 8.76. This leads me to believe that a model based on transformed variables is only slightly better than a model that is based on original variables, as there is no change drastic enough for me to accept otherwise.   

Upon evaluating the results of the five explanatory variables, we see that Variable 1 (Public expenditure on education) has the highest p-value of 0.6179 while Variable 4 (percentage of population for whom religion is not important has the lowest t-stat. Based on the p-values, (and at the imminent risk of political suicide) I shall “eliminate” public expenditure on education first.
Model 3
With public expenditure on education gone, I shall now regress “satisfaction” on the four remaining variables. Here are the results of the regression:

	SUMMARY OUTPUT
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.546419662
	
	
	
	
	
	
	

	R Square
	0.298574447
	
	
	
	
	
	
	

	Adjusted R Square
	0.27133462
	
	
	
	
	
	
	

	Standard Error
	12715897051
	
	
	
	
	
	
	

	Observations
	108
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	4
	7.08928E+21
	1.77232E+21
	10.96095229
	1.91547E-07
	
	
	

	Residual
	103
	1.66545E+22
	1.61694E+20
	
	
	
	
	

	Total
	107
	2.37438E+22
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	58637771038
	8896176569
	6.591345235
	1.89569E-09
	40994319110
	76281222966
	40994319110
	76281222966

	X Variable 2
	8.78532E+13
	5.024E+13
	1.748670546
	0.083327206
	-1.17859E+13
	1.87492E+14
	-1.17859E+13
	1.87492E+14

	X Variable 3
	2058891.491
	1304826.398
	1.577904535
	0.117653946
	-528921.5595
	4646704.541
	-528921.5595
	4646704.541

	X Variable 4
	-22205185807
	5513867868
	-4.027152325
	0.000108136
	-33140632279
	-11269739336
	-33140632279
	-11269739336

	X Variable 5
	-2717972380
	793647733.4
	-3.424658404
	0.000884975
	-4291984038
	-1143960722
	-4291984038
	-1143960722


The regression equation is:
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Interestingly enough, while the R Square has declined to 29.86% compared to the previous model, Adjusted R Square has slightly increased to 27.13% indicating again, a faintly preferable model than before. F-test has given a better result to give 10.96.
Variable 3 (percentage of women in the parliament) has the highest p-value at 0.1176, and following the method of elimination in model two, these women shall be disqualified from their positions. 
Model 4
With governments no longer sponsoring education and with women ousted from parliaments, we now have 3 variables to run regressions against. 

	SUMMARY OUTPUT
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.527020521
	
	
	
	
	
	
	

	R Square
	0.27775063
	
	
	
	
	
	
	

	Adjusted R Square
	0.256916513
	
	
	
	
	
	
	

	Standard Error
	12841085577
	
	
	
	
	
	
	

	Observations
	108
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	3
	6.59485E+21
	2.19828E+21
	13.3315291
	1.98344E-07
	
	
	

	Residual
	104
	1.71489E+22
	1.64893E+20
	
	
	
	
	

	Total
	107
	2.37438E+22
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	65958375012
	7926875644
	8.320854013
	3.64794E-13
	50239103463
	81677646560
	50239103463
	81677646560

	X Variable 2
	1921019.51
	1315264.752
	1.460557281
	0.14715148
	-687196.4789
	4529235.5
	-687196.4789
	4529235.5

	X Variable 4
	-22446258178
	5566411458
	-4.032446819
	0.00010545
	-33484646716
	-11407869640
	-33484646716
	-11407869640

	X Variable 5
	-2884670598
	795658691.3
	-3.625512585
	0.000448398
	-4462489602
	-1306851595
	-4462489602
	-1306851595


The regression equation is:
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In this instance, both R Square and adjusted R Square have declined slightly to 27.77% and 25.69% respectively, though the F-test has continued to show an increase to 13.33. This indicates that model 4 may be slightly better than previous models, but there is nothing too material to completely base these judgements on. 

Proceeding as before, Variable 2 (Population) shall be excluded. 

Model 5
	SUMMARY OUTPUT
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.512772847
	
	
	
	
	
	
	

	R Square
	0.262935993
	
	
	
	
	
	
	

	Adjusted R Square
	0.248896678
	
	
	
	
	
	
	

	Standard Error
	12910194241
	
	
	
	
	
	
	

	Observations
	108
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	2
	6.24309E+21
	3.12155E+21
	18.72854931
	1.10668E-07
	
	
	

	Residual
	105
	1.75007E+22
	1.66673E+20
	
	
	
	
	

	Total
	107
	2.37438E+22
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	70777315431
	7246384567
	9.767259076
	2.04178E-16
	56409063211
	85145567650
	56409063211
	85145567650

	X Variable 4
	-24500259990
	5414820650
	-4.524666942
	1.59888E-05
	-35236856716
	-13763663263
	-35236856716
	-13763663263

	X Variable 5
	-2944051437
	798895805.6
	-3.6851507
	0.000363486
	-4528115370
	-1359987505
	-4528115370
	-1359987505


The regression equation is:
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As was the result of the test in model 4, both R Square and Adjusted R Square have slightly decreased. The F-test gives an improved 18.73 indicating a better model than before. 

At this point, any further exclusions of either variables shall lead to a decline in the statistics we are proceeding our study forward on, and therefore I shall not carry out any further regressions. 

Conclusion
Based on the results of all 5 models, and with political and demographic changes that were not conclusive enough to warrant a claim to what constitutes a happier nation, I feel that I have been unable to narrow down to a variable that might best relate to what makes people satisfied with life. 
It is therefore as a result of my findings from this study, that I reject the null hypothesis.
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