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Introduction
Growing up on a dairy farm, the price of milk per hundredweight (every 100 pounds) was important to the livelihood and well-being of my family.  Although I never cared for milk, I do purchase milk to use with cereal.  I decided to see how the price of a gallon of milk from a consumer perspective fluctuates.

Data

The data used was from (http://www.bls.gov/data/ → Under Inflation & Prices select Top Picks for Average Price Data → Check “Milk, fresh, whole…” to retrieve data → Change start year to 1995).  The data shows the monthly U.S. average price of whole milk from July 1995 to May 2012.

The graph below shows the price of a gallon of milk from July 1995 to May 2012.  The graph does not seem stationary; it appears that the price of milk has generally increased as time goes on.
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Analysis

The chart on the next page shows the autocorrelation of the price of milk per gallon.  The series does not seem stationary because the lag does not reach zero until April 2000.  Using Bartlett’s test, 1/√203 * 1.96 = 0.138, where 203 is the number of observations, shows that the absolute value of many of the autocorrelations are above this.  We can be 95% confident that the data is not a white noise process.
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I took first differences of the data in order to make the time series stationary as graphed below.  The graph seems to be stationary since it looks like the first differences revert to zero.
[image: image3.emf]First Differences of Monthly Milk Price
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The autocorrelation function for first differences quickly goes to zero and oscillates around zero, indicating that the time series is now stationary.
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Model Parameterization

The following uses the Excel regression add-in to fit the data to an AR(1), AR(2) and AR(3) model.
AR(1):

Yt = 0.0030 + 0.3458 Yt-1 + εt 

[image: image5.png]SUMMARY OUTPUT

Regrossion Statistics

Multigle R 03454
R Square 01193
Adjusted R Square 01149
Standard Error 00733
Obsenations 01
ANOVA
ar 55 W5 F Significance

Regression 1 01449 01449 26,9579 0.0000
Residual 193 1.0700 0.0054
Total 200 12143

Coefficierts _Standard Eor L Stat Pvalie Tower 95% _ Upper 85% _ Lower 95.0%  Upper 95.0%
ntercept 0.0030 0.0052 05762 05651 -0.0072 00732 -0.0072 00132
% Variable 1 0.3458 0.0666 51921 0.0000 0.2145 0.4771 0.2145 0.4771





AR(2):

Yt = 0.0036 + 0.3945 Yt-1 – 0.1414 Y t-2 + εt
[image: image6.png]SUMMARY OUTPUT

Multigle R 03701
R Square 01370
Adjusted R Square 01282
Standard Error 00729
Obsenations 200
ANOVA
o 55 W5 F Significance

Regression 2 01663 00831 16 6303 0.0000
Residual 197 1.0478 0.0053
Total 193 12142

Coefficierts _Standard Enor L Stat Pvalie Tower 95%  Upper 95%  Lower95.0%  Upper96.0%
ntercept 0.0035 0.0052 06970 04856 -0.0066 00138 -0.0066 00138
X Variable 1 03345 00705 5.5905 0.0000 02553 0533 02553 0533
% Variable 2 01414 0.0706 2.0026 0.0466 0.2806 0.0022 0.2806 0.0022





AR(3):

Yt = 0.0040 + 0.3778 Yt-1 – 0.0938 Y t-2 – 0.1215 Y t-3 + εt
[image: image7.png]AR(3)
SUMMARY OUTPUT

Regrossion Statistics

Multigle R 03872
R Square 01499
Adjusted R Square 01389
Standard Error 00727
Obsenations 193
ANOVA
o 55 WS F Significance

Regression 3 01820 0.0607 11,4656 0.0000
Residual 195 1.0320 0.0053
Total 198 12141

Coefficients _Standard Enor L Stat Pvalie Tower 95%  Upper 95%  Lower95.0%  Upper96.0%
ntercept 0.0040 0.0052 07685 04429 -0.0062 00142 -0.0062 00142
X Variable 1 03778 00711 53107 0.0000 02375 05181 02375 05181
X Variable 2 -0.0938 00758 -1.2378 02172 02432 00555 02432 00555

% Variable 3 01215 0.0711 _1.7079. 0.0892 0.2618 0.0188 0.2618 0.0188





The Durbin-Watson statistic for each of the three models is shown below.

	Durbin-Watson Statistic

	AR(1)
	1.90

	AR(2)
	2.03

	AR(3)
	1.99


A Durbin-Watson statistic of 2 indicates no serial correlation with the residuals.  All three of these models have a Durbin-Watson statistic close to 2, indicating no correlation among the residuals.
The Box-Pierce Q statistic for each of the three models is shown on the next page along with the corresponding chi-square value at the 10% significance level.  If the calculated Box-Pierce Q statistic is lower than the chi-square value we will not reject the model.  I used the first 20 residuals to calculate the Box-Pierce Q statistic.  The chi-square values are based on 19, 18, and 17 degrees of freedom for AR(1), AR(2), and AR(3), respectively.  The degrees of freedom are calculated by subtracting the number of parameters calculated in the model from the total observations.  For example, the chi-square value for AR(1) will be based of 19 degrees of freedom since 20 observations were used and 1 parameter is calculated. 
	Model
	Box-Pierce Q
	Chi-square, 10%
	White Noise

	AR(1)
	25.43
	27.20
	Accept

	AR(2)
	23.01
	25.99
	Accept

	AR(3)
	23.09
	24.77
	Accept


The Box-Pierce Q statistics for all the models are below the chi-square values, meaning that we can not reject the hypothesis that the residuals are white noise.  All three models are acceptable.
The sum of the coefficients is shown below for each of the three models.

	Sum of Coefficients

	AR(1)
	0.3458

	AR(2)
	0.2531

	AR(3)
	0.1625


Since the sum of the coefficients for all three models is less than one, we know the models are stationary.

Model Selection

Any of the three models seem appropriate to graph the price of milk.  However, if I had to select one model to use, I would select AR(2) since its Q-statistic was the lowest of the three models.  Below are charts of the autoregressive models compared to the actual first differences.  The models are smoother compared to the actual data and do not fully predict sudden changes in the price, although they account for some fluctuations.
[image: image8.emf]1st Differences: Actual v AR(1)
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[image: image9.emf]1st Differences: Actual v AR(2)
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[image: image10.emf]1st Differences: Actual v AR(3)
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