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Introduction
Gold price is considered not just the value of its element but also an index which affected by global monetary system.  Understand and predict the trend of gold price is one of the useful tools toward study of global economics.  This project is to identify if any possible trend on Gold price on previous 15 years by constructing a proper ARIMA model using monthly gold price.  
Data

Monthly Gold Price data between Aug 1997 to Aug 2012 were obtained from World Gold Council website (http://www.gold.org/investment/statistics/gold_price_chart/) which including 181 data points.  Raw gold price data has been inflation adjusted to value as of 2012 before analysis.  The adjustment was made by multiple gold price to the ratio of current Aug 2012 CPI and CPI at the time.  CPI compiled by the Bureau of Labor Statistics which data were obtained from website (http://inflationdata.com/inflation/Consumer_Price_Index/HistoricalCPI.aspx).
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Figure 1. Adjust monthly gold price
Stationary and Autocorrelation
Modeling process start by identify possible stationary.  The best way to identify stationary is to analysis the autocorrelation over the series of data.  
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Figure 2. Sample autocorrelation over monthly gold price
The autocorrelation over monthly gold price does not quickly approach around zero which confirms the monthly god price is not a stationary time series.
To improve the possible stationary, different types of data transformation are conducted including 1st and 2nd difference as well as 1st and 2nd difference over logarithms transformation.  After transformations, data correlation with degree of freedom adjustment compare with the 95% confidence interval for white noise process = ± 1.96 × (1/n)0.5. 
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Figure 3. Correlogram of 1st difference of monthly gold price
[image: image4.emf]Correlation on 2nd diff of Gold Price
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Figure 4. Correlogram of 2nd different of monthly gold price
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Figure 5. Correlogram of 1st different on ln of monthly gold price
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Figure 6. Correlogram of 2nd different on ln of monthly gold price
	
	95% Confidence Interval
	Data point outside interval

	1st Difference
	±0.1461
	11.7%

	2nd Difference
	±0.1465
	16.2%

	1st Difference Logarithms
	±0.1461
	2.22%

	2nd Difference Logarithms
	±0.1465
	2.79%


Table 1. percentage of ACF data point outside 95% confident interval among different transformation
According to above corrlograms, exponential affect over gold price seems present over the series which 1st difference of logarithms data has more data point within the range that considered as white noise.  A more complex model may require to interpret stronger correlation of 1st difference without logarithms transformation in low lag period.  1st difference with logarithms transformation show decrease of correlation vs lag quicker than that of 1st difference without logarithms transformation.  
2nd difference in both case may have been overdifferencing and introduce extra correlation.  Amplitude of correlation on lag in 2nd difference is stronger than that of in 1st difference.  2nd difference in both with our without logarithms transformation also take longer process before correlation fall within uncertainly to be considered as white noise.  Data point fall out of white noise uncertainly interval are more than that of in 1st difference.
Base on the methodology of using simpler model when possible, the best stationary transformation is first difference of logarithms on monthly gold price data. 
Model Selection

As first difference with logarithms transformation is chosen to obtain stationary and the correlation did not sudden drop to zero after certain lag which indicated MA(q) effect is minimal.  Therefore, ARIMA (p,1,0) model is preferred.  To obtain the p value, three AR mode, AR(1), AR(2), AR(3), are constructed for the first difference.  Excel statistic package regression statistics is used to estimate model parameters.  
AR(1)

	Regression Statistics
	
	
	
	

	Multiple R
	0.167849
	
	
	
	

	R Square
	0.028173
	
	
	
	

	Adjusted R Square
	0.022683
	
	
	
	

	Standard Error
	0.049354
	
	
	
	

	Observations
	179
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	0.012499
	0.012499
	5.13123
	0.024711

	Residual
	177
	0.431147
	0.002436
	
	

	Total
	178
	0.443646
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.00813
	0.003725
	2.182509
	0.030389
	

	Y0
	-0.16783
	0.074089
	-2.26522
	0.024711
	

	
	
	
	
	
	

	 
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%
	

	Intercept
	0.000779
	0.015482
	0.000779
	0.015482
	

	Y0
	-0.31404
	-0.02162
	-0.31404
	-0.02162
	


The AR(1) first difference model equation: Yt = -0.16783Yt-1 + 0.00813 + et
AR(2)

	Regression Statistics
	
	
	
	

	Multiple R
	0.208391
	
	
	
	

	R Square
	0.043427
	
	
	
	

	Adjusted R Square
	0.032495
	
	
	
	

	Standard Error
	0.04894
	
	
	
	

	Observations
	178
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	0.019028
	0.009514
	3.972361
	0.020551

	Residual
	175
	0.419142
	0.002395
	
	

	Total
	177
	0.43817
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.00954
	0.003752
	2.542457
	0.011875
	

	Y1
	-0.18712
	0.074535
	-2.51046
	0.012965
	

	Y0
	-0.12558
	0.074532
	-1.68495
	0.09378
	

	
	
	
	
	
	

	 
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%
	

	Intercept
	0.002135
	0.016946
	0.002135
	0.016946
	

	Y1
	-0.33422
	-0.04001
	-0.33422
	-0.04001
	

	Y0
	-0.27268
	0.021515
	-0.27268
	0.021515
	


The AR(2) first difference model equation: Yt = -0.18712Yt-1 -0.12558 Yt-2 +0.00954 + et
AR(3)
	Regression Statistics
	
	
	
	

	Multiple R
	0.227674
	
	
	
	

	R Square
	0.051835
	
	
	
	

	Adjusted R Square
	0.035393
	
	
	
	

	Standard Error
	0.048836
	
	
	
	

	Observations
	177
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	0.022556
	0.007519
	3.152582
	0.026328

	Residual
	173
	0.412597
	0.002385
	
	

	Total
	176
	0.435153
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.00939
	0.003821
	2.457745
	0.014967
	

	Y2
	-0.18989
	0.075438
	-2.51715
	0.01274
	

	Y1
	-0.11293
	0.075722
	-1.49138
	0.137684
	

	Y0
	0.067823
	0.07502
	0.904068
	0.367216
	

	
	
	
	
	
	

	 
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%
	

	Intercept
	0.001849
	0.016931
	0.001849
	0.016931
	

	Y2
	-0.33879
	-0.04099
	-0.33879
	-0.04099
	

	Y1
	-0.26239
	0.036528
	-0.26239
	0.036528
	

	Y0
	-0.08025
	0.215895
	-0.08025
	0.215895
	


The AR(3) first difference model equation: 
Yt = -0.18989Yt-1 -0.11293Yt-2 + 0.067823Yt-3 + 0.00939 + et
Compare the above three model based on statistical measurement:

	Model


	R-Squared
	Adjusted R-Square
	Durbin-Watson Stat
	Box-Pierce Stat
	Chi-Square 10%

	AR(1)
	0.028173
	0.022683
	2.02649
	80.72499
	201.4999

	AR(2)
	0.043427
	0.032495
	1.99470
	74.75069
	199.363

	AR(3)
	0.051835
	0.035393
	1.99951
	76.94056
	198.2943


Table 2. Statistic value on regression analysis on models
R2 Statistics

R2 is a goodness of fit measure for regression analysis from 0 (poor fit) to 1 (good fit).  

AR(3) has both highest R-Square (0.051835) and Adjusted R-Square (0.035393) among three models.
Durbin-Watson Test

Durbin-Watson statistic calculated by Σ residual difference square / Σ residual square which equal to 2 when no serial correlation.  AR(3) has the Durbin-Watson Statistic closest to 2 among three models.  

Box-Pierce Q Statistic
The Box-Pierce Q Statistic (BPQS) compare to chi-square critical value.  The value we use to be compared with is 10% means we do not reject the null hypothesis if BPQS is lower than that of the critical value of 10%.  All three models has a lower BPQS value than that of their corresponding Chi-square critical value which shows that all three model residuals are considered as white noise.

Since AR(3) has the highest R value and closest to 2 in Durbin-Watson statistic while accept by Box-Pierce test, AR(3) is selected to be the model for the first difference of natural logarithm of gold price.

Yt = -0.18989 Yt-1 -0.11293Yt-2 + 0.067823Yt-3 + 0.00939 + et
Conclusion
Prediction of gold price obtain by reverse transformation on first difference of natural logarithm of gold price from the AR(3) model to natural logarithm of gold price in ARIMA(3,1,0):

Yt = 0.81011 Yt-1 + 0.07696 Yt-2 + 0.180753 Yt-3 - 0.06782 Yt-4 + 0.00939 + et
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By comparing between the actual and predicted gold price over the pass 15 years, the model seems to be more preferable for long term prediction.  The trend seems to be pull up by recent upward swing.  Prediction prior to 2011 is over estimated while after 2011 is underestimated.  The low R-square value confirms the overall fit is not too well match on individual data.  In fact, gold price affect not just by time but also other non-time dependent factor which limit the forecast ability base on assume the data are mostly time series.  

In this project, stationary was previously chosen to obtain from 1st difference of natural logarithm of gold price.  The preference on introduce logarithms transformation is based on less data point outside the white noise range in order to have simple model.  Correlation over 1st difference of gold price also shows stationary with lag increase.  Large correlation in low lag may improve by more complex model.  
Even more complex model appropriate for closer forecast may exist, the study of this project did show ARIMA(3,1,0) is a best choice among the three model which maybe best use for longer terms predication.  
