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Analysis of VIX Time Series

Introduction

The Chicago Board of Options Exchange Market Volatility Index, or VIX, is a measure of implied volatility of S&P 500 option prices.  This project analyzes historical VIX levels in an attempt to fit an appropriate time series model.

Data

The data for this project can be found on the Yahoo Finance website at the following URL:

http://finance.yahoo.com/q/hp?s=%5EVIX+Historical+Prices
The methodology for calculating VIX was changed to its current form beginning September 22, 2003.  As such, I used daily data over the nine year period from September 22, 2003, to September 21, 2012.  The following graph shows VIX values during that period.  The effect of the financial crisis that began at the end of 2008 can clearly be seen as the spike in the middle of the graph.
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Stationarity

Autocorrelation for the VIX time series decreases to 0 quite slowly, as can be seen in the correlogram below.  This indicates the time series is not stationary.

[image: image2.emf]VIX Correlogram
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Taking the first difference of the time series, the autocorrelation at lag 1 is -0.15 and gradually approaches 0 as lag increases.  Except for a spike a lag 10, which may be due to a random fluctuation, the autocorrelation stays relatively close to 0 for higher lags.  This pattern better reflects a stationary time series and suggests an ARIMA (p,1,0) model may be appropriate.
[image: image3.emf]VIX First Difference Correlogram
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ARIMA (p,1,0)

An ARIMA (p,1,0) model with a constant term has the form:

Wt = Θ0 + φ1Wt-1 + φ2Wt-2  + … + φpWt-p  + et
Using the Regression Add-in for Microsoft Excel, I determined equations for p equal to 1, 2, and 3.  For p = 1, results are as follows:
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Regression Statistics

Multiple R

0.152748

R Square

0.023332

Adjusted R Square

0.022901

Standard Error

1.889853

Observations

2267

ANOVA

df

SS

MS

F

Significance F

Regression

1

193.2537

193.2537

54.10928

2.64E-13

Residual

2265

8089.549

3.571545

Total

2266

8282.802

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

-0.002798

0.039692

-0.070485

0.943814

-0.080634

0.075039

-0.080634

0.075039

W

t-1

-0.152748

0.020765

-7.355901

2.64E-13

-0.193469

-0.112027

-0.193469

-0.112027


The equation is Wt = -0.002798 – 0.152748Wt-1 + et.  Note that the R2 value is 0.023.
Extending to two autoregressive parameters produces the following results:
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Regression Statistics

Regression Statistics

Multiple R

0.182588

R Square

0.033339

Adjusted R Square

0.032484

Standard Error

1.880628

Observations

2266

ANOVA

df

SS

MS

F

Significance F

Regression

2

276.0342

138.0171

39.02357

2.18E-17

Residual

2263

8003.696

3.536764

Total

2265

8279.73

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

-0.003854

0.039507

-0.097541

0.922305

-0.081327

0.07362

-0.081327

0.07362

W

t-1

-0.168171

0.020909

-8.042857

1.4E-15

-0.209175

-0.127168

-0.209175

-0.127168

W

t-2

-0.101216

0.020909

-4.840703

1.38E-06

-0.14222

-0.060213

-0.14222

-0.060213


The equation is Wt = -0.003854 – 0.168171Wt-1 – 0.101216Wt-2 + et.  R2 for this equation is 0.033, an increase over the value for the ARIMA (1,1,0) model. This suggests the ARIMA (2,1,0) model would be a better fit.  Also, the P-values for the two coefficients are nearly 0, indicating they are statistically significant.
Finally, results for three autoregressive parameters are as follows:
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Regression Statistics

Multiple R

0.190752

R Square

0.036386

Adjusted R Square

0.035108

Standard Error

1.878368

Observations

2265

ANOVA

df

SS

MS

F

Significance F

Regression

3

301.2283

100.4094

28.45856

4.65E-18

Residual

2261

7977.413

3.528268

Total

2264

8278.641

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Lower 95.0%

Upper 95.0%

Intercept

-0.004612

0.039468

-0.116843

0.906995

-0.082009

0.072786

-0.082009

0.072786

W

t-1

-0.174058

0.020996

-8.290093

1.92E-16

-0.215232

-0.132885

-0.215232

-0.132885

W

t-2

-0.110543

0.021181

-5.219044

1.96E-07

-0.152078

-0.069007

-0.152078

-0.069007

W

t-3

-0.055361

0.020992

-2.637235

0.008416

-0.096527

-0.014195

-0.096527

-0.014195


The equation is Wt = -0.004612 – 0.174058Wt-1 – 0.110543Wt-2 – 0.055361Wt-3 + et. R2 is 0.036, only a very slight increase over the value for the ARIMA (2,1,0) model.

Due to the law of parsimony, I would select the ARIMA (2,1,0) model.  Using the residual output from the Regression Add-in, I calculated the Durbin-Watson statistic, obtaining a value of 2.01.  Since this is nearly 2, this indicates the residuals are not correlated.
Conclusion
The analysis indicates an ARIMA (2,1,0) would be appropriate for the VIX time series with the following equation:
Wt = -0.003854 – 0.168171Wt-1 – 0.101216Wt-2 + et
