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Analysis of Medical CPI trend
Introduction
Since the passage of the Patient Protection and Affordable Care Act (PPACA) in 2010, there has been increased focus on the rise of Medical cost. PPACA was designed to help reduce the cost of future health care expenditures for the United States government and employer’s who sponsor group health plans. However, the projections for health care savings are often based on five, ten and fifteen year projections of health care cost. The first question many ask is “can you project health care cost that far out”? This paper attempts to look at recent health care data to determine if a model can be set up which will predict future health care expenses. Since medical trend is time dependant, time series techniques will be used.

Data

The data used is CPI-Medical from November 2002 through September 2012. CPI-Medical data was provided for each month in the time period. The data was reviewed for reasonableness but not audited. The data appears reasonable. Also, the data was reviewed to determine if there were any outliers or data which needed to be corrected. There did not appear to be any outliers and no correction was made to the data.
Review of CPI-Medical Data
The chart below shows CPI data for the last ten years….
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Initial review of the data is that CPI is constantly increasing. Also, there does not appear to be any seasonality in the graph. Since CPI continuously increases, it appears that the model is not stationary and work will need to be done to create a stationary time series. Per the text “Time Series Analysis” the basic idea of stationarity is that the probability laws do not change over time. This is important if we want to project CPI-Medical into the future.

Below is the Sample Autocorrelation for the CPI Medical Data…
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The Sample Autocorrelations steadily decrease but are greater then one or two standard deviations. Since the Sample Autocorrelations are greater then the white noise standard deviations, a time series can be created for this dataset.

If this was a Moving Average (MA(p)) process the sample autocorrelations would be within the white noise variance after the sample autocorrelation 1 for an MA(1) model. As a result a MA(1) process can be ruled out. Looking at the sample autocorrelation leads one to expect an AR(p) model to be a better fit. Also, since the autocorrelations seem to decline very smoothly and slowly, one would expect a positive regression factor close to 1.
Analysis of AR(1) model

Using excel’s regression tools, a regression model was created. The results produced the formula below. Also, some important regression statistics are listed…
Y(t) = 1.0012Y(t-1) + .65014 + e

	Regression Statistics
	
	
	
	

	Multiple R
	0.99992405
	
	
	
	

	R Square
	0.9998481
	
	
	
	

	Adjusted R Square
	0.99984679
	
	
	
	

	Standard Error
	0.4594283
	
	
	
	

	Observations
	118
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	161163.9807
	161163.9807
	763541.2338
	2.5076E-223

	Residual
	116
	24.48462629
	0.211074365
	
	

	Total
	117
	161188.4654
	 
	 
	 


As can be seen by the R squared value, this regression model is a good fit. This is to be expected since the graph appears to be very linear. Also, the hypothesis that the regression coefficient would be close to 1 was also correct since the value is just over 1. The concern is that since the regression coefficient is over 1 the time series is not stationary. The value would need to be below one to be stationary.
Reviewing the standard residual charts below…..
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The graph of the standardized residuals appears random with no pattern. The Q-Q plot appears to be a straight-line indicating the residuals may be normally distributed. However, the tails of the Q-Q plot show that the distribution of the residuals is not perfectly normal. For example the left tail appears to be thin since it is above the normal line.
An AR(2) process was analyzed (see attached excel spreadsheet). The additional variable did not add any precision and decreased the F-value. As a result, the simpler AR(1) model will be used.

Analysis of ln(CPI-Medical)

Since the AR(1) model was not stationary, further steps must be taken to achieve stationarity. The first step will be to look at the ln (natural log) of the CPI-Medical data. See below for a graph of the ln of the CPI-Medical data
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For the same reasons as the unadjusted CPI-Medical data, the data does not appear to be stationary. When an AR(1) process was created with the ln of the CPI-Medical data the regression coefficient was .998 which is extremely close to 1. Since it was nearly 1, a more clearly stationary process was looked for.
Analysis of First Difference of ln(CPI-Medical)

Below is the graph of the sample autocorrelations for the first difference of ln(CPI-Medical)…
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This shows that outside of the first and the fifth sample autocorrelations there appears to be a white noise process. This leads us to the conclusion that the first difference’s appears to be the correct way to make this a stationary process.

Using excel’s regression tools, a regression of the first differences of ln(CPI-Medical) was created. Below are two charts graphing the standardized residuals…
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Both of these graphs show that the standardized residuals appear to be very close to normally distributed which is a good indicator of the stationarity of our model. Despite the fact that there are some outliers in the residual data, there does not appear to be enough to conclude the residuals are not normally distributed.
The formula for the model is…

Y(t) = exp^(.15206(Y(t-1) – Y(t-2)) + .00261 + ln(Y(t-1)))

Some of the key statistics for the regression equation are listed below…

	SUMMARY OUTPUT
	
	
	
	

	
	
	
	
	
	

	Regression Statistics
	
	
	
	

	Multiple R
	0.152000927
	
	
	
	

	R Square
	0.023104282
	
	
	
	

	Adjusted R Square
	0.014609536
	
	
	
	

	Standard Error
	0.00129453
	
	
	
	

	Observations
	117
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	4.55792E-06
	4.55792E-06
	2.719832162
	0.101837537

	Residual
	115
	0.000192718
	1.67581E-06
	
	

	Total
	116
	0.000197276
	 
	 
	 


Unfortunately, the R square factor has greatly decreased. However, the p-values (see excel spreadsheet) are low which means the explanatory variables are significant. 
Despite the low R square this model is stationary which was the goal of the project.

Actual versus Expected Results

A graph comparing actual to expected results is below. The last ten months is shown since medical claim analysis usually focuses on recent data. Though the R square value is low the time series appears to be predicting reasonable results which are similar to actuals.
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Future Predications

The first difference model does predict reasonable values for future CPI-Medical. For 2103 and 2014 it predicts annual trends of about 4.3% and 4.5% respectively. This is consistent with national trend surveys showing trend being 4-5% the next few years. The attached work spreadsheet shows this work.
Conclusion

Developing a stationary time series for CPI-Medical is difficult due to the constant rise in CPI-Medical. An AR (ln(CPI-Medical)(1)) model appears to be barley stationary. The stationary model that was created by using first differences is stationary however the fit is not very good.

This leads one to conclude that creating a simple formula for future medical trend increases is difficult. As a result, future cost increases and savings due to PPACA may need to be questioned in further details. The recommendation of this author would be to look at other factors such as aging and utilization patterns of the population to determine a more refined formula for future health care trends.
