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Time Series Student Project

Fitting US Electronic and Appliance sales to a model
Estimating retail electronics and appliance sales has many uses.  At a granular level, a small retailer can project seasonal profits, and build a business plan around that.  An economist can incorporate more global factors into their trend models.  In this project, I used information at a very high level, which would be useful for the latter of the options I listed above.  A more detailed model, utilizing specific product releases, competitive analysis, and more robust macro-economic factors would be preferable for granular estimates.
I pulled data from the us census website, aggregating all sales for US appliance and electronic stores.  My initial thoughts were that I would end up with a seasonal model with higher sales in holiday months, and some sort of upwards trend otherwise.  I’ll be utilizing excel without R, and standard linear regressions.
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Starting in January 1992, we observe a gradual upwards trend, with large spikes in the month of December, and smaller spikes in November.  Within the attached excel document, the data can be found in the tab “1- source data”.

It is also useful to average the sales by month if an actuary wanted to come up with monthly factors to normalize the data for seasonality.

[image: image2.emf]Average Sales by Month
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I plot a normal Q-Q plot to the data.

[image: image3.emf]Normal Probability Plot
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The curvature of this plot shows a heavy tail on the high end, implying the need to normalize for the seasonality.

As I had stated above, an actuary can adjust all of the factors by an average seasonality constant.  We’re going to take the time series course and start with an ACF.
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The autocorrelation plot shows high correlation at lags, multiple of 12, decreasing exponentially.  These spikes imply an autoregressive plot with a lag of 12 is a good place to start.  

I started with a ARI(1,1)x(1,0) seasonal model:  Y(t) = m + BY(t-1) + CY(t-12)
This implies that the difference from one year to the next is a function for a flat dollar amount, the sales last month, and the sales last year.  After running the regression, I came up with the following values:

m = 722
B = -.002
C = .931

The low coefficient for the Y(t-1) value implies that an ARI(1,1)x(1,0) might be unnecessarily over parameterized.  I ran the regression again without the Y(t-1) piece:

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.976944
	
	
	
	
	

	R Square
	0.954419
	
	
	
	
	

	Adjusted R Square
	0.954227
	
	
	
	
	

	Standard Error
	431.7965
	
	
	
	
	

	Observations
	239
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	1
	9.25E+08
	9.25E+08
	4962.532
	6.2E-161
	

	Residual
	237
	44188219
	186448.2
	
	
	

	Total
	238
	9.69E+08
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	716.1134
	95.12321
	7.528272
	1.07E-12
	528.7184
	903.5084

	X Variable 1
	0.930421
	0.013208
	70.44524
	6.2E-161
	0.904401
	0.956441


Using this data to forecast sales provides the following graph for 2013:

[image: image5.emf]Forecast using AR(1) t-12 model
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As an economist, you can use this plot to project next year’s sales, and adjust for external forces as you deem worthy.  Let’s take a look at the residuals of this regression:
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The residuals themselves appear to stick together, almost like an autoregressive graph themselves.  The partial autocorrelation of the residuals looks like this:

[image: image7.emf]SACF of residuals
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It is clear that the AR(1[t-12]) function needs a residual piece to complete the model.  Based on this data, I can conjecture that the optimal model would likely be an ARMA(0,1)x(1,0), or perhaps ARMA(0,2)x(1,0) depending on how robust the function of residuals must be.  More sophisticated software, such as R, would be useful to regress the coefficients of such a model.

Since I am limited to regular excel, I attempted a few more methods.  Taking second differences, with the first differences being those 12 months apart, I developed a new model.  The values of this model are shown below:
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And the ACF plot looks like this:
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As an alternative to the suggested ARMA(0,1)x(1,0) plot, a delta^1, delta^12 Yt model can work as well.
