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Introduction:
As it was suggested that when choosing a topic for the student project that we should focus on a subject that interests us, I chose to do something that involved nutrition. I am a very healthy eater, constantly reading articles in particular on healthy snacking. One of the many healthy snacks that I choose to eat on a daily basis is nuts in one form or another. With this in mind, I chose to do a regression analysis on comparing various nutrients in different nuts or seeds to their respective calorie content.
Data: 

When looking for a source on nut & seed nutritional information I found the following nutritional website:
http://www.nutrition-and-you.com/nuts_nutrition.html
I chose 14 different nuts or seeds to be used in my analysis, of which are provided below, along with the 7 nutritional factor variables I chose to focus on, primarily micronutrients. 
	Nuts/Seeds
	Serving size    (g)
	Calories
	Vitamin A (IU)
	Vitamin C (mg)
	Vitamin E (mg)
	Vitamin K (µg)
	Calcium (mg)
	Iron (mg)
	Zinc (mg)

	Almonds
	100
	575
	1.00
	0.00
	26.00
	0.00
	264.00
	3.72
	3.08

	Brazil Nuts
	100
	656
	0.00
	0.70
	7.87
	0.00
	160.00
	2.43
	4.06

	Cashew Nuts
	100
	553
	0.00
	0.50
	5.31
	4.10
	37.00
	6.68
	5.78

	Chestnuts
	100
	213
	28.00
	43.00
	0.00
	0.00
	27.00
	1.01
	0.52

	Coconut
	100
	354
	0.00
	3.30
	0.24
	0.20
	14.00
	2.43
	1.10

	Flax Seed
	100
	534
	0.00
	0.60
	19.95
	4.30
	255.00
	5.73
	4.34

	Hazelnuts
	100
	628
	20.00
	6.30
	15.00
	14.20
	114.00
	4.70
	2.45

	Macadamia
	100
	718
	0.00
	1.20
	0.24
	0.00
	85.00
	3.69
	1.30

	Peanuts
	100
	567
	0.00
	0.00
	8.33
	0.00
	92.00
	4.58
	3.27

	Pecans
	100
	691
	56.00
	1.10
	24.44
	0.00
	70.00
	2.53
	4.53

	Pine Nuts
	100
	673
	29.00
	0.80
	9.33
	0.00
	16.00
	5.53
	6.45

	Pumpkin Seeds
	100
	559
	16.00
	1.90
	35.10
	0.00
	46.00
	8.82
	7.81

	Sunflower Seeds
	100
	584
	50.00
	1.40
	35.17
	0.00
	78.00
	5.25
	5.00

	Walnut
	100
	654
	20.00
	1.30
	20.83
	2.70
	98.00
	2.90
	3.09


Correlation Analysis:

Before beginning the regression analysis, I wish to see if any of the variables are highly correlated with one another and perform a correlation test among the variables that has been provided below. As can be seen in the table below, Vitamin C has the highest absolute correlation with calories, with a very high negative correlation of -0.7592, while Vitamin A has the lowest correlation to calories with a 0.1013 correlation. Note as well that amongst explanatory variables only, Iron and Zinc have the highest correlation with each other, while Vitamin E and K have the lowest. 
	 
	Calories
	Vitamin A (IU)
	Vitamin C (mg)
	Vitamin E (mg)
	Vitamin K (µg)
	Calcium (mg)
	Iron (mg)
	Zinc (mg)

	Calories
	1
	
	
	
	
	
	
	 

	Vitamin A (IU)
	0.1013
	1
	
	
	
	
	
	 

	Vitamin C (mg)
	-0.7592
	0.2005
	1
	
	
	
	
	 

	Vitamin E (mg)
	0.3180
	0.4652
	-0.3510
	1
	
	
	
	 

	Vitamin K (µg)
	0.1189
	-0.0640
	-0.0261
	-0.0027
	1
	
	
	 

	Calcium (mg)
	0.2299
	-0.3501
	-0.2825
	0.3167
	0.1641
	1
	
	 

	Iron (mg)
	0.2798
	-0.1034
	-0.4595
	0.4690
	0.1715
	-0.0165
	1
	 

	Zinc (mg)
	0.4182
	0.2184
	-0.4817
	0.5864
	-0.0983
	-0.0629
	0.7973
	1


Model Analysis:

In order to create a regression model of calories on the seven explanatory variables provided above, I first assign each variable a value as such:

Y:   Calories

X1: Vitamin A
X2: Vitamin C
X3: Vitamin E
X4: Vitamin K
X5: Calcium
X6: Iron
X7: Zinc
Then the linear regression equation for Model 1 is the following:


Yi = α + β1X1i + β2X2i + β3X3i + β4X4i + β5X5i + β6X6i + β7X7i + ei

For the analysis, I will start with the equation above which includes all 7 explanatory variables. I will then remove, one at a time, the variable with the lowest absolute t-statistic value and the highest p-value, until a model is found that contains to my best knowledge only the significant variables. I will use the built-in Excel Add-on titled Regression Tool to assist me in my analysis.
Model 1: Full Model – 7 Explanatory Variables
The regression analysis details for Model 1are provided below:
	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.8481
	
	
	
	 

	R Square
	0.7193
	
	
	
	 

	Adjusted R Square
	0.3918
	
	
	
	 

	Standard Error
	106.1804
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	7
	173,333.8035
	24,761.9719
	2.1963
	0.1784

	Residual
	6
	67,645.6965
	11,274.2827
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	518.7388
	131.5086
	3.9445
	0.0076
	 

	Vitamin A (IU)
	4.0428
	3.3955
	1.1906
	0.2788
	 

	Vitamin C (mg)
	-10.3123
	3.4005
	-3.0326
	0.0230
	 

	Vitamin E (mg)
	-5.0940
	5.5313
	-0.9209
	0.3926
	 

	Vitamin K (ug)
	3.1307
	9.2661
	0.3379
	0.7470
	 

	Calcium (mg)
	0.5666
	0.6543
	0.8659
	0.4198
	 

	Iron (mg)
	1.5839
	37.5740
	0.0422
	0.9677
	 

	Zinc (mg)
	10.6680
	32.5088
	0.3282
	0.7539
	 


The regression equation for model 1 is therefore the following:

Yi = 518.74 + 4.04X1i – 10.31X2i – 5.09X3i + 3.13X4i + 0.57X5i + 1.58X6i + 10.67X7i + ei
The regression has an adjusted R2 value, which represents how well the model fits the data, of 0.3918. We will now try to eliminate one by one the least significant variable to see if we can attain a higher adjusted R2 value with a model with fewer variables. As seen above, Iron had the lowest absolute t-statistic value and the highest p-value, which implies that Iron has the least effect in the model of all the explanatory variables. I will therefore eliminate Iron from explanatory variables and regress on the remaining variables. 
Model 2: Model with 6 Explanatory Variables
The regression analysis details for Model 2 are provided below:

	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.8481
	
	
	
	 

	R Square
	0.7192
	
	
	
	 

	Adjusted R Square
	0.4785
	
	
	
	 

	Standard Error
	98.3185
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	173,313.7697
	28,885.6283
	2.9882
	0.0891

	Residual
	7
	67,665.7303
	9,666.5329
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	522.2318
	94.5571
	5.5229
	0.0009
	 

	Vitamin A (IU)
	3.9412
	2.2145
	1.7797
	0.1183
	 

	Vitamin C (mg)
	-10.2944
	3.1240
	-3.2953
	0.0132
	 

	Vitamin E (mg)
	-4.9628
	4.2339
	-1.1722
	0.2795
	 

	Vitamin K (µg)
	3.3486
	7.1208
	0.4703
	0.6525
	 

	Calcium (mg)
	0.5516
	0.5085
	1.0848
	0.3140
	 

	Zinc (mg)
	11.7079
	19.6048
	0.5972
	0.5692
	 


The new regression equation for Model 2 is:

Yi = 522.23 + 3.94X1i – 10.29X2i – 4.96X3i + 3.35X4i + 0.55X5i + 11.71X7i + ei
The new adjusted R2 value is 0.4785, which is higher than that of Model 1, implying that Model 2 is a better predictor of the amount of calories than Model 1. I will now eliminate the next least significant variable to see if there is a more appropriate model with fewer variables. As one can see above, Vitamin K has the smallest absolute t-statistic value and highest p-value, implying that it is has the least effect of the remaining explanatory variables. I will remove Vitamin K from the explanatory variables and once again regress on the remaining variables. 
Model 3: Model with 5 Explanatory Variables
The regression analysis details for Model 3 are provided below:

	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.8428
	
	
	
	 

	R Square
	0.7103
	
	
	
	 

	Adjusted R Square
	0.5293
	
	
	
	 

	Standard Error
	93.4100
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	5
	171,176.0583
	34,235.2117
	3.9236
	0.0428

	Residual
	8
	69,803.4417
	8,725.4302
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	528.2820
	89.0009
	5.9357
	0.0003
	 

	Vitamin A (IU)
	3.9705
	2.1031
	1.8879
	0.0957
	 

	Vitamin C (mg)
	-10.3484
	2.9660
	-3.4890
	0.0082
	 

	Vitamin E (mg)
	-5.0006
	4.0218
	-1.2434
	0.2489
	 

	Calcium (mg)
	0.5796
	0.4798
	1.2081
	0.2615
	 

	Zinc (mg)
	11.0918
	18.5844
	0.5968
	0.5671
	 


The new regression equation for Model 3 is:

Yi = 528.28 + 3.97X1i – 10.35X2i – 5.00X3i + 0.58X5i + 11.09X7i + ei
The new adjusted R2 value for Model 3 is 0.5293, which is higher than that of Model 2, implying that Model 3 is a better predictor of the amount of calories than Model 2, much as Model 2 was a better predictor than Model 1. I will now once again eliminate the next least significant variable to see if there is a more appropriate model with fewer variables. As one can see above, Zinc has the smallest absolute t-statistic value and highest p-value. I will therefore remove Zinc from the explanatory variables and regress on the remaining variables. 
Model 4: Model with 4 Explanatory Variables
The regression analysis details for Model 4 are provided below:

	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.8351
	
	
	
	 

	R Square
	0.6974
	
	
	
	 

	Adjusted R Square
	0.5630
	
	
	
	 

	Standard Error
	90.0071
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	4
	168,067.9586
	42,016.9896
	5.1865
	0.0191

	Residual
	9
	72,911.5414
	8,101.2824
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	569.5998
	53.8964
	10.5684
	0.0000
	 

	Vitamin A (IU)
	3.7188
	1.9853
	1.8731
	0.0938
	 

	Vitamin C (mg)
	-11.0013
	2.6565
	-4.1413
	0.0025
	 

	Vitamin E (mg)
	-3.6485
	3.2020
	-1.1394
	0.2839
	 

	Calcium (mg)
	0.4483
	0.4108
	1.0912
	0.3035
	 


The new regression equation for Model 4 is:

Yi = 569.60 + 3.72X1i – 11.00X2i – 3.65X3i + 0.45X5i + ei
The new adjusted R2 value for Model 4 is 0.5630, which is once again higher than that of the previous Model, implying that Model 4 is a better predictor of the amount of calories than Model 3. Note that Calcium has the smallest absolute t-statistic value and highest p-value. I will therefore remove Calcium from the explanatory variables and regress on the remaining variables. 
Model 5: Model with 3 Explanatory Variables
The regression analysis details for Model 5 are provided below:

	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.8108
	
	
	
	 

	R Square
	0.6574
	
	
	
	 

	Adjusted R Square
	0.5546
	
	
	
	 

	Standard Error
	90.8615
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	158,421.4265
	52,807.1422
	6.3964
	0.0108

	Residual
	10
	82,558.0735
	8,255.8073
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	602.8880
	44.8539
	13.4411
	0.0000
	 

	Vitamin A (IU)
	2.4712
	1.6385
	1.5082
	0.1624
	 

	Vitamin C (mg)
	-10.7326
	2.6701
	-4.0195
	0.0024
	 

	Vitamin E (mg)
	-1.7256
	2.6989
	-0.6394
	0.5369
	 


The new regression equation for Model 5 is:

Yi = 602.89 + 2.47X1i – 10.73X2i – 1.73X3i + ei
Note that the adjusted R2 for Model 5 has actually slightly decreased from Model 4’s adjusted R2. This may imply that Model 4 is a better model than Model 5 at predicting the amount of calories. But as there is still a variable, Vitamin E, with a very small absolute t-statistic and high p-value, we will run one more regression, removing Vitamin E from the pool of explanatory variables, to see if we create a more appropriate model. 
 Model 6: Model with 2 Explanatory Variables
The regression analysis details for Model 6 are provided below:

	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.8021
	
	
	
	 

	R Square
	0.6434
	
	
	
	 

	Adjusted R Square
	0.5786
	
	
	
	 

	Standard Error
	88.3861
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	155,046.3534
	77,523.1767
	9.9235
	0.0034

	Residual
	11
	85,933.1466
	7,812.1042
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	583.0053
	31.4439
	18.5411
	0.0000
	 

	Vitamin A (IU)
	1.8596
	1.2940
	1.4371
	0.1785
	 

	Vitamin C (mg)
	-9.8580
	2.2307
	-4.4193
	0.0010
	 


The new regression equation for Model 6 is:

Yi = 583.01 + 1.86X1i – 9.86X2i + ei
Despite having a slight decrease for the adjusted R2 when comparing Models 4 & 5, we now have an adjusted R2 value for Model 6, 0.5786, that is higher than both adjusted R2 values for Models 4 &5. This implies that Model 6 is the most appropriate model so far at predicting the amount of calories. This is additionally corroborated by the decrease in standard error and increase in the F statistic from Model 5. We will now perform one final regression, eliminating Vitamin A, which has the lowest absolute t-statistic value and the highest p-value, from the explanatory variables.
Model 7: Model with 1 Explanatory Variable
The regression analysis details for Model 7 are provided below:

	Regression Statistics
	 
	 
	 
	 

	Multiple R
	0.7592
	
	
	
	 

	R Square
	0.5765
	
	
	
	 

	Adjusted R Square
	0.5412
	
	
	
	 

	Standard Error
	92.2255
	
	
	
	 

	Observations
	14
	
	
	
	 

	 
	
	
	
	
	 

	ANOVA
	
	
	
	
	 

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	138,912.9893
	138,912.9893
	16.3321
	0.0016

	Residual
	12
	102,066.5107
	8,505.5426
	
	 

	Total
	13
	240,979.5000
	 
	 
	 

	 
	
	
	
	
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	 

	Intercept
	609.3765
	26.6429
	22.8720
	0.0000
	 

	Vitamin C (mg)
	-9.2153
	2.2803
	-4.0413
	0.0016
	 


The new regression equation for Model 7 is:

Yi = 609.38 – 9.22X2i + ei

As one can see above, the adjusted R2 value decreased considerably, which would imply that Model 6 is a more appropriate model than Model 7. 

Conclusion:

As mentioned previously, Model 6 had a slightly higher adjusted R2 value than Model 5, which would imply that it was a more appropriate model, which is corroborated by the decrease in standard error and increase in the F statistic. But we perform one final test to see if we can narrow down on the model that best fits. We calculate the Durbin Watson statistic for all the models and compare them. The model results are provided in the summary table below:
	Model
	Explanatory Variables
	Adjusted R2
	Standard Error
	F Statistic
	Durbin Watson Statistic

	1
	7
	0.3918
	106.1804
	2.1963
	1.7255

	2
	6
	0.4785
	98.3185
	2.9882
	1.7182

	3
	5
	0.5293
	93.4100
	3.9236
	1.6744

	4
	4
	0.5630
	90.0071
	5.1865
	1.7535

	5
	3
	0.5546
	90.8615
	6.3964
	1.8520

	6
	2
	0.5786
	88.3861
	9.9235
	1.7842

	7
	1
	0.5412
	92.2255
	16.3321
	1.7626


As one can see from the summary table above, Model 5 has the Durbin Watson statistic that is closest to 2 of all the models. Note that a Durbin Watson statistic of 2 indicates there is no autocorrelation. As such, we would conclude that Model 5 is in fact a more appropriate model than all the other models, despite having a slightly lower adjusted R2 value. Therefore it would appear that the best model to predict the amount of calories in nuts/seeds would use Vitamins A, C, and E in the regression equation and would look like this:
Yi = 602.89 + 2.47X1i – 10.73X2i – 1.73X3i + ei
As noted above, the adjusted R2 value for this model is 0.5546, which implies that 55.46% of the variation in calorie count is explained by the 3 variables previously mentioned. 
