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ARIMA Model to Predict U.S. Regular Retail Gasoline Prices
(data from Aug. 20th 1980 – April 28th 2008)
Introduction
The purpose of this study is the construction of an ARIMA model to be used to predict U.S. retail gas prices. The data came from the NEAS Discussion forum (see ‘EconoMagic’ tab in accompanying spreadsheet). I see there is missing data from 12/3/90 to 1/21/91. Since this is a short period of time I chose to ignore the missing data.

In order to evaluate the forecasting effectiveness of the model, the data for the period August 1980 to July 2006 will be used to estimate the model. The proposed model will then be evaluated with the data from August 2006 to April 2008 in an ex-post forecast.
Model Specification
The data obtained from the NEAS website was first graphed to determine more information of how best to choose an appropriate model. The graph is shown below:
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A glance at the data shows a positive trend, indicating that the series is not stationary. The series appears to follow exponential growth. This makes sense since that the data is in nominal dollars and subject to factors such as inflation. Given this, I choose to first perform a logarithmic transformation of the data to remove growth over time. I then adjusted the series for seasonality since it is generally understood that gas prices are subject to annual cycles.

Even though the data showed a trend indicating that the series is not stationary, the sample autocorrelation function was analyzed anyway since the autocorrelation function can determine if the series is stationary, as well as obtain information on narrowing down the selection process for determining an appropriate ARIMA model. Below is a graph of the autocorrelation function of the series:
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The sample autocorrelation function for successive lags slowly approaches 0 (around k = 300) and then slowly crosses 0 again (around k = 800), indicative that the series is not stationary.

The first difference of the series was then taken to see if that was stationary. The graph of the first difference sample autocorrelation is shown below:
[image: image3.emf]1st Difference Sample Autocorrelation Function
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The sample autocorrelation function of the first difference quickly drops off to 0 (by lag 5). This is indicative of a stationary series. To be sure I also looked at the sample autocorrelation function of the 2nd difference of the series, shown here:

[image: image4.emf]2nd Difference Sample Autocorrelation Function

-0.5000

-0.4000

-0.3000

-0.2000

-0.1000

0.0000

0.1000

0.2000

0.3000

0.4000

1 14 27 40 53 66 79 92 105118131144157170183

Lag k

Sample Autocorrelation Function


The immediate drop to -0.45 followed by the oscillation mostly between +/- 0.1. The lack of a pattern indicates that it is reasonable to assume the 1st difference of the series is stationary.
Since the sample autocorrelation function drops off exponentially, I decided to model the series using only autoregressive parameters, testing AR(1), AR(2) and AR(3) models.
Parameter Estimation
The parameters for each of the proposed models from the model specification step are determined on the ‘Parameter Estimation’ tab, and are also summarized below:
AR(1):


y_t = φ_1*y_t-1 + δ + ε_t

y_t = 1.0019*y_t-1 – 0.008 + ε_t

AR(2):

y_t = φ_1*y_t-1 + φ_2*y_t-2 + δ + ε_t

y_t = 1.193*y_t-1 -0.193*y_t-2– 0.0005 + ε_t

AR(3):

y_t = φ_1*y_t-1 + φ_2*y_t-2 + φ_3*y_t-3 + δ + ε_t

y_t = 1.182*y_t-1 -0.104*y_t-2 -0.078*y_t-3 + 0.003 + ε_t

Diagnostic Checking
The following table summarizes the tests performed on each of the 3 models in order to narrow down the selected model:

Model

Adj R^2
DWS

sum (φ’s)
BPQS test @10% level
AR(1)

0.9931

1.61

1.0019


reject null hyp

AR(2)

0.9934

2.02

1.0003


reject null hyp

AR(3)

0.9934

2.01

0.9996


reject null hyp

All of the Adj R^2 values are about the same and high, indicating that all of the models explain a large portion of the total variation in y_t. This results in no affect on model selection.
The Durbin-Watson Statistic is a little low (<2) for AR(1), indicating the presence of positive serial correlation. Both of the other two models, however, are close to 2 which indicate no serial correlation. This results in preferring the AR(2) and AR(3) models compared to the AR(1) model.

Only the AR(3) model satisfies the necessary condition of stationarity, namely that the sum (φ’s) < 1. This results in preferring the AR(3) model to the other models.
The BPQS for at least the first 30 residual autocorrelations the BPQS is 68.9, which is greater than the 10% level of 39.1, so we can be 90% confident that the true autocorrelation coefficients are not all zero. Similarly, it should be noted that the other models also resulted in rejecting the null hypothesis of all autocorrelation coefficients being 0.
Since only the AR(3) model passed all of the tests outlined above, this model will be proposed for the model evaluation step.

Model Evaluation 
The actual data from August 2006 to April 2008 was used in an ex-post forecast of the AR(3) model that was proposed from the diagnostic checking step. The predicted values from the AR(3) model are shown in the ‘Model Evaluation’ tab, and a comparison of the predicted values to the actual data is shown in the graph below.
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The given AR(3) model does a decent job at predicting gas prices as it follows the actual gas price fairly closely. The max deviation over the period is about +/- 4.5% which is not that high. This shows that the model does have some value in predicting gas prices (over at least the given period). 
Conclusion
An ARIMA model of order AR(3) was selected to be used to predict U.S. retail gas prices. The model was estimated by use of data from August 1980 to July 2006. The appropriateness of the model was verified through use of the DWS, BPQS, adjusted R^2, and through use of an ex-post forecast for the period of August 2006 to April 2008.
The model proved to be a decent predictor of US retail gas prices, given the relatively simplistic analysis procedures. In order to create a model capable of forecasting prices over a longer term, the procedures used in this study should be used in collaboration with a structural economic model.
