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The two datasets are related to red and white variants of the Portuguese "Vinho Verde" wine.  
The dataset has 1599 samples for red wine and 4898 samples for white wine. Each dataset had the same 12 variables as listed below.

1. Fixed  acidity
2. Volatile acidity
3. Citric acid
4. Residual sugar
5. Chlorides
6. Free sulfur dioxide
7. Total sulfur dioxide
8. Density
9.  Chemical pH
10.  Sulphates
11.  Alcohol
12. Quality (score between 0 and 10).  

CHANGES APPLIED TO DATA
Since the 2 datasets had the same set of attributes, they were combined into one set by adding a dummy variable for wine color. This dummy variable has values 0 and 1 for red wine and white wine, respectively. The resulting data set has 13 variables and 6497 sample data points. 

The input variables are X1 through X12 while the output variable is Y as shown below.
X1: Color Dummy Variable (0=red wine, 1=white wine)

X2: Fixed  acidity
X3: Volatile acidity
X4: Citric acid
X5: Residual sugar
X6: Chlorides
X7: Free sulfur dioxide
X8: Total sulfur dioxide
X9: Density
X10: Chemical pH
X11: Sulphates
X12: Alcohol
Y: Quality (score between 0 and 10).  

Hence there are 12 input variables for the physicochemical parameters and 1 output variable for wine quality.
GOAL

The goal is to create a linear model that can most accurately predict the quality of wine based on the variables from the physicochemical test. Statistical tests are used to eliminate any variable that is not significant.

Another simpler model is considered with only 4 input variables out of the available 12 that could lead to a more practical solution. The variables chosen will be the most accurate in predicting wine quality. Measuring each input variable may be costly and the additional cost of measurement may not justify the small improvement in accuracy due to decreasing marginal utility. This simpler model will be compared to the most accurate model. 

METHODOLOGY
A regression model is built with all 12 input variables. The analysis is performed using MS Excel’s built in Regression Analysis Add-In on an Excel spreadsheet. 
The R-squared value for the regression model indicates the part of the variation that is explained through regression. The remainder of the variation is assumed to be due to randomness or other variables not accounted for. A higher R-squared value indicates a higher accuracy in predicting the output value. To compare different models with varying number of variables, adjusted R-squared value is used for comparison.

Later when different sets of variables are considered, the adjusted R-squared value helps us navigate through the maze of different possible sets. The F-values in the omnibus hypothesis helps to compare different scenarios of input variables.
The significance of the F-value helps determine if the hypothesis that coefficients of all the input variables are zero can be rejected. The p-value for each individual coefficient is used to determine if the hypothesis that the coefficient is zero can be rejected. A significance level of 5% is used for hypothesis testing in both cases.

Using Excel VBA programming, it was possible to run all 4095 possible sets of input variables and obtain the regression results in a relatively short amount of time. This extra step is not necessary for this project but it was performed to verify the solution.
SCENARIO 1:  
A regression model was built using all 12 input variables as shown in table 1. The R-squared value is 0.2965 and it is considered to be low. A value of 0.5 or higher is desirable to make a good regression model. The adjusted R-squared value is 0.2952.
Table 1: Regression output from Excel using all 12 input variables and output variable. 
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Regression Statistics

Multiple R

0.5445

R Square

0.2965

Adjusted R Square

0.2952

Standard Error

0.7331

Observations

6497

ANOVA

df

SS

MS

F

Significance F

Regression

12

1468.9395

122.4116

227.7689

0.0000

Residual

6484

3484.7462

0.5374

Total

6496

4953.6857

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

104.7518

14.1355

7.4105

0.0000

77.0414

132.4621

Color Dummy

-0.3613

0.0568

-6.3667

0.0000

-0.4726

-0.2501

Fixed acidity

0.0851

0.0158

5.3962

0.0000

0.0542

0.1160

Volatile acidity

-1.4924

0.0814

-18.3454

0.0000

-1.6519

-1.3329

Citric acid

-0.0626

0.0797

-0.7855

0.4322

-0.2189

0.0937

Residual sugar

0.0624

0.0059

10.5218

0.0000

0.0508

0.0741

Chlorides

-0.7573

0.3344

-2.2642

0.0236

-1.4129

-0.1016

Free sulfur dioxide

0.0049

0.0008

6.4432

0.0000

0.0034

0.0064

Total sulfur dioxide

-0.0014

0.0003

-4.3334

0.0000

-0.0020

-0.0008

Density

-103.9096

14.3360

-7.2482

0.0000

-132.0128

-75.8064

pH

0.4988

0.0906

5.5063

0.0000

0.3212

0.6763

Sulphates

0.7217

0.0762

9.4664

0.0000

0.5723

0.8712

Alcohol

0.2227

0.0181

12.3199

0.0000

0.1872

0.2581


The regression model is represented by the following expression.

Y = 104.7518 -0.3613 X1 +0.0851 X2 -1.4924 X3
             -0.0626 X4 +0.0624 X5 -0.7573 X6
             +0.0049 X7 -0.0014 X8 -103.9096 X9
             +0.4988 X10 +0.7217 X11 +0.2227 X12
The F value is very high (227.7689) and the significance value is very low. This means that the omnibus hypothesis that all input variable coefficients are zero can be rejected. In other words, this regression model is capable of predicting the output variable – wine quality.

It is observed that p-value of citric acid is very high. This means that if the coefficient for citric acid was assumed to be zero, this hypothesis could not be rejected at the 5% significance level. As a result, the variable X4 for citric acid is dropped in the next scenario.
It is also observed that the following variables have the highest absolute values of the t-statistic.
1. Volatile Acidity

2. Alcohol

3. Residual Sugar

4. Sulphates
Table 2: This table shows the correlation matrix for all 12 input variables and the output variable. The values greater than 0.5 in absolute value are highlighted. The trivial cases appear along diagonal and are ignored.
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Fixed acidity

Volatile acidity

Citric acid

Residual sugar

Chlorides

Free sulfur dioxide

Total sulfur dioxide

Density

pH

Sulphates

Alcohol

Quality

Color Dummy

1.0000

Fixed acidity

-0.4867

1.0000

Volatile acidity

-0.6530

0.2190

1.0000

Citric acid

0.1874

0.3244

-0.3780

1.0000

Residual sugar

0.3488

-0.1120

-0.1960

0.1425

1.0000

Chlorides

-0.5127

0.2982

0.3771

0.0390

-0.1289

1.0000

Free sulfur dioxide

0.4716

-0.2827

-0.3526

0.1331

0.4029

-0.1950

1.0000

Total sulfur dioxide

0.7004

-0.3291

-0.4145

0.1952

0.4955

-0.2796

0.7209

1.0000

Density

-0.3906

0.4589

0.2713

0.0962

0.5525

0.3626

0.0257

0.0324

1.0000

pH

-0.3291

-0.2527

0.2615

-0.3298

-0.2673

0.0447

-0.1459

-0.2384

0.0117

1.0000

Sulphates

-0.4872

0.2996

0.2260

0.0562

-0.1859

0.3956

-0.1885

-0.2757

0.2595

0.1921

1.0000

Alcohol

0.0330

-0.0955

-0.0376

-0.0105

-0.3594

-0.2569

-0.1798

-0.2657

-0.6867

0.1212

-0.0030

1.0000

Quality

0.1193

-0.0767

-0.2657

0.0855

-0.0370

-0.2007

0.0555

-0.0414

-0.3059

0.0195

0.0385

0.4443

1.0000


The last row in the above table shows the R values for each input variable to the output – wine quality. Based on the absolute values of R, the following might have been selected –Volatile Acidity, Chlorides, Density and Alcohol. However, the variables Density and Alcohol are highly correlated with R = -0.6867. It is to be noted that Volatile Acidity and Alcohol were found by the first method also, which is not surprising.

Based on table 2, the following strong correlations have been observed.

1. Color of wine is strongly correlated with volatile acidity, chlorides and total sulfur dioxide. 
2. Density is strongly correlated with residual sugar and alcohol. 
Our selections of 4 input variables - Volatile Acidity, Alcohol, Residual Sugar and Sulphates, do not have variables that are strongly correlated with each other.
SCENARIO 2:  

A regression model was built using 11 input variables as shown in table 3.  

Table 3: Regression output from Excel using all 11 input variables and output variable after dropping citric acid. 
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Regression Statistics

Multiple R

0.5445

R Square

0.2965

Adjusted R Square

0.2953

Standard Error

0.7331

Observations

6497

ANOVA

df

SS

MS

F

Significance F

Regression

11

1468.6078

133.5098

248.4338

0.0000

Residual

6485

3485.0779

0.5374

Total

6496

4953.6857

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

105.4133

14.1100

7.4708

0.0000

77.7530

133.0736

Color Dummy

-0.3655

0.0565

-6.4675

0.0000

-0.4762

-0.2547

Fixed acidity

0.0824

0.0154

5.3515

0.0000

0.0522

0.1126

Volatile acidity

-1.4711

0.0767

-19.1805

0.0000

-1.6215

-1.3208

Residual sugar

0.0626

0.0059

10.5475

0.0000

0.0509

0.0742

Chlorides

-0.8007

0.3298

-2.4278

0.0152

-1.4473

-0.1542

Free sulfur dioxide

0.0049

0.0008

6.4491

0.0000

0.0034

0.0064

Total sulfur dioxide

-0.0014

0.0003

-4.4281

0.0000

-0.0021

-0.0008

Density

-104.5741

14.3105

-7.3075

0.0000

-132.6275

-76.5207

pH

0.5044

0.0903

5.5871

0.0000

0.3274

0.6814

Sulphates

0.7186

0.0761

9.4386

0.0000

0.5694

0.8679

Alcohol

0.2210

0.0179

12.3155

0.0000

0.1858

0.2561


The regression model is represented by the following expression.

Y = 105.4133 -0.3655 X1 + 0.0824 X2 - 1.4711 X3
             +0.0626 X5 - 0.8007 X6 + 0.0049 X7
             -0.0014 X8 - 104.5741 X9 + 0.5044 X10
             +0.7186 X11 + 0.2210 X12
It is observed that the adjusted R-squared value slightly increased from scenario 1 of 0.2952 to scenario 2 of 0.2953. This is a very slight improvement. The omnibus hypothesis that coefficients of all11 input variables is zero can be rejected since the F-value is very high.

It is also observed that the p-values for each of the 11 input variables are smaller than 5%. This means that the hypothesis that each of the coefficients is individually zero can be rejected.

Scenario 2 produced the most accurate model for this regression analysis.
SCENARIO 3:  

A regression model was built using 4 input variables as shown in table 4.  

Table 4: Regression output from Excel using all 4 input variables (Volatile acidity, Residual Sugar, Sulphates and alcohol) and the output variable.
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Regression Statistics

Multiple R

0.5274

R Square

0.2781

Adjusted R Square

0.2777

Standard Error

0.7422

Observations

6497

ANOVA

df

SS

MS

F

Significance F

Regression

4

1377.7072

344.4268

625.2887

0.0000

Residual

6492

3575.9785

0.5508

Total

6496

4953.6857

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

2.1744

0.1043

20.8516

0.0000

1.9700

2.3788

Volatile acidity

-1.3458

0.0585

-23.0039

0.0000

-1.4604

-1.2311

Residual sugar

0.0193

0.0022

8.9364

0.0000

0.0150

0.0235

Sulphates

0.6852

0.0643

10.6517

0.0000

0.5591

0.8113

Alcohol

0.3462

0.0083

41.4898

0.0000

0.3298

0.3626


The regression model is represented by the following expression.

Y = 2.1744 -1.3458 X3 +0.0193 X5 +0.6852 X11 +0.3462 X12
Where

Y = Wine Quality (output variable)

X3 = Volatile Acidity

X5 = Residual Sugar

X11 = Sulphates

X12 = Alcohol
The adjusted R-squared value for this scenario is 0.2777. It is not far off from the highest possible adjusted R-squared value of 0.2965. This means that a regression model with just 4 input variables can predict the wine quality reasonably close. By choosing the optimal 4 variables, the accuracy is not greatly compromised.
CONCLUSION

In this study there are a lot of sample data points (over 6000 samples) and 12 input variables. The R-squared value came to be low.
The most accurate regression model was created that uses 11 of the 12 variables. Statistical techniques were used to check the significance of the variables.

Later a simpler model was also constructed that could explain most of the variation in the output. 
