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Introduction

Many of my friends have recently decided to follow a no carbs diet which means no pasta and hence, no spaghetti. I tried but simply could not resist eating some of my favorite dishes such as a good plate of spaghetti with meat sauce, covered with some parmesan cheese!  Among other reasons for continuing to eat pasta was the fact that spaghetti is not very expensive.  Even if spaghetti is still not very expensive, I have noticed that its price has been steadily increasing over the past couple of years.

This project will look at the price of spaghetti during the last decade and will attempt to determine if the data demonstrates a stationary model and it will then continue with an analysis of AR(1), AR(2) and AR(3).

Data 

Data was obtained from the website of the Bureau of Labor Statistics (http://www.bls.gov/ro3/apmw.htm). The price per pound of spaghetti for each month of the last 10 years (from April 2003 to March 2013) is used in this research project. 

Below is a graph of the data used and the complete set of data used is shown in the Appendix A of this document. 
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The graph shows that prices vary from 0.849 to 1.369, that there is an upward trend in prices but there does not seem to be seasonality.

Stationarity
In order to analyze the model, it initially needs to be stationary.  As a result, the first step is to determine whether this data set shows stationarity or not.  Stationarity is the idea that the process is in statistical equilibrium, i.e., the probability laws that govern the behavior of the process do not change over time.

This property can be checked by applying the autocorrelation function to the data and plotting the results on a graph. 

The autocorrelation formula is the following:
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  for k =1, 2, 3 …

The above formula was applied for lags going from  1 to 119, which resulted in the following correlogram:

Graph 1
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· The graph above shows that autocorrelations initially decrease until April 2008 and then converge to 0 afterwards.

· The model demonstrates stationarity.

· As we want a stationary model, we will use spaghetti prices for this analysis and we will not need to transform the data any further to obtain stationarity.

Model Analysis

The model will be analyzed by looking at the AR(1), AR(2) and AR(3) of the spaghetti prices.

The Regression Analysis built into Microsoft Excel will be used to perform this analysis.  

· The R2 statistic produced by Excel shows the goodness of fit of the model.  

· The standard error evaluates the residuals obtained from the regression.

·  The R2 statistic and standard error will be used to determine the model that should be used to predict the price of spaghetti.

The AR(1) results as follows:
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Regression Statistics

Multiple R 0.870113302

R Square 0.757097158

Adjusted R Square 0.75503866

Standard Error 0.082820023

Observations 120

ANOVA

df SS MS F Significance F

Regression 1 2.52273553 2.52273553 367.7909411 4.62245E-38

Residual 118 0.809380437 0.006859156

Total 119 3.332115967

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -4.376270605 0.283497898 -15.43669508 4.31683E-30 -4.937673625 -3.814867585 -4.937673625 -3.814867585

X Variable 1 0.000137511 7.17029E-06 19.17787634 4.62245E-38 0.000123312 0.00015171 0.000123312 0.00015171


The resulting AR(1) equation is: Yt  = 0.000137511Yt-1 – 4.376270605

The regression on the AR(2) model is then performed. The regression is now performed and the results are as follows:
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Regression Statistics

Multiple R 0.867208938

R Square 0.752051342

Adjusted R Square 0.747776365

Standard Error 0.08349714

Observations 119

ANOVA

df SS MS F Significance F

Regression 2 2.452939975 1.226469987 175.9193943 7.46418E-36

Residual 116 0.808725605 0.006971772

Total 118 3.26166558

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -4.440004032 0.414975117 -10.69944642 5.28581E-19 -5.26191454 -3.618093524 -5.26191454 -3.618093524

X Variable 1 -0.002166691 0.009501978 -0.228025289 0.820028036 -0.020986556 0.016653174 -0.020986556 0.016653174

X Variable 2 0.002304037 0.009502185 0.242474464 0.808840733 -0.016516237 0.021124312 -0.016516237 0.021124312


The resulting AR(2) equation is: Yt  = -0.0021666691Yt-1 + 0.002304037Yt-2 – 4.440004032

The regression on the AR(3) model is then performed. The regression is now performed and the results are as follows:
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Regression Statistics

Multiple R 0.86174044

R Square 0.742596585

Adjusted R Square 0.735762866

Standard Error 0.084387714

Observations 117

ANOVA

df SS MS F Significance F

Regression 3 2.321536609 0.773845536 108.6665384 3.69601E-33

Residual 113 0.804705357 0.007121286

Total 116 3.126241966

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -4.652828883 0.664354031 -7.00353827 1.90312E-10 -5.969034041 -3.336623724 -5.969034041 -3.336623724

X Variable 1 -0.005240387 0.01141796 -0.458960028 0.647144476 -0.027861425 0.017380651 -0.027861425 0.017380651

X Variable 2 0.001191301 0.011419975 0.10431727 0.917102502 -0.02143373 0.023816331 -0.02143373 0.023816331

X Variable 3 0.004186113 0.010990184 0.380895628 0.703995842 -0.017587423 0.025959649 -0.017587423 0.025959649


The resulting AR(3) equation is: Yt  = -0.005240387Yt-1 + 0.001191301Yt-2 + 0.004186113Yt-3 – 4.652828883
From the analysis performed, the resulting R2 and standard errors for AR(1), AR(2) and AR(3) are as summarized in the table below.

	
	R2
	Standard Error

	AR(1)
	0.75194202



	0.08315818




	AR(2)
	0.746243683



	0.083713675




	AR(3)
	0.742596585



	0.084387714





The above results show that R2 is higher in the AR(1) model and that the standard error is also the smallest for that model.

Conclusion

Based on the results obtained in this analysis, I would chose the model with the highest R2 and lowest standard error, AR(1), to predict the price of spaghetti over time.
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