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Poultry Prices
I.  Introduction
Chicken, is a staple in North American diets.  In the pages below we will attempt to predict monthly chicken prices via simple ARIMA modeling.

II. Data
Data examined are monthly chicken prices in USD cents per pound.  Time period considered is from June 2007 to July 2013.  Last twelve months are reserved for demonstrating predictive abilities of the model.  Data can be found at: http://www.indexmundi.com/commodities/?commodity=chicken&months=360
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III. Test of Stationarity
A process is considered stationary if its mean and standard deviation do not deviate over time.  In the graph above, only a slight upward trend exists.  The series does not appear stationary, however prior to making that conclusion we should observe the graph of sample autocorrelations below.
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Autocorrelations start off positive, sharply dropping towards 0 where they oscillate before becoming negative.  The graph illustrates dependence between sample autocorrelation and time, indicating that the series is not stationary.  In an attempt to create a stationary process we will take first differences Z(t)=Y(t)-Y(t-1).  Z(t) will denote first difference of Y(t)’s, the original data points.
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The graph oscillates around zero with no discernable trend.  Sample autocorrelations of first differences are examined next.
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Autocorrelations drop of quickly, oscillating around zero and staying between the approximate two standard errors (+- 2√N) implying that the process is white noise.   This oscillating shape that quickly trends to zero and eventually disappears is indicative of stationary autoregressive series.  
IV. Model Fitting

Three models were fit on the first differences using excel’s regression add-in. 
AR(1): Z(t)=0.113+0.661*Z(t-1)

AR(2): Z(t)=0.139+0.897*Z(t-1)-0.357*Z(t-2)

AR(3): Z(t)=0.149+0.860*Z(t-1)-0.236*Z(t-2)-0.107*Z(t-2)

More details can be found in the accompanying spreadsheet.  Fit summary and related statistics are in the table below.
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AR(1) 0.113 0.661 0.469 0.460 1.558 37.401 69.919

AR(2) 0.139 0.897 -0.357 0.546 0.530 2.150 29.393 69.919

AR(3) 0.149 0.860 -0.263 -0.107 0.552 0.527 2.059 26.039 69.919


We note that R-squared and the adjusted R-squared are similar for all three models implying that additional parameters are not providing for a significant improvement in fit.  Durbin-Watson statistic tells us about serial correlation of residuals.  Statistics below 2 are deemed to be negatively serially correlated while those above 2 positively.  Results between 1.8 and 2.2 are considered acceptable; thus Durbin-Watson eliminates AR(1) model as a reasonable fit.  Box-Pierce Q statistic tests whether residuals are a white noise process.  All three models pass the Box-Pierce Q test at 90th percentile.
In deciding between AR(2) and AR(3) we compared the relevant statistics and concluded that no significant improvement was achieved by adding the third autoregressive element, therefore by principles of parsimony we will go through the final step of our analysis with the AR(2) model.
V.  Forecast and Conclusion
First differences Z(t) were modeled by the AR(2) model defined above.  The differences were then converted to original Y(t) elements to produce a modeled time series of monthly prices.  The first graph demonstrates how the model compares to the original time series (June 2007 – July 2013).  Do note that only June 2007 – July 2012 were used in parameter estimation leaving the last year as a true test of predictive ability.
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The graphs demonstrate that AR(2) is a both, a good fit to the modeled series and an adequate predictor of future monthly prices of chicken.
