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Model to estimate the logarithm of the Reported Losses

Executive Summary
The purpose of this study is to determine the factor that mainly affects and predicts the logarithm of the reported losses. This study uses regression analysis. Three selected explanatory variable is UY = Underwriting Year, CY = Calendar Year and DQ = Development Quarter. Based on the analysis, all of variables do not have significantly affected and predicted the logarithm of the reported losses. The R-square indicates that 20.53% of variation in the logarithm of the reported losses can be explained by variation in the UY, CY and DQ.
So, linear regression is not appropriate to estimate the logarithm of the reported losses from three variables UY, CY and DQ. But if based on 4 models in this study case, I selected Model with three variables because this model has highest adjusted R-square.

The projection model is 

Ln(Reported Losses) = 15.5327 + 0.6099*UY - 0.5929*CY + 0.2044*DQ
Data
The Data Source from Thai Reinsurance Company Statistics in business line of facultative treaty Homeowner Property Coverage, underwriting years 2000 – 2010 evaluated date by 12/31/2012
The response variable (Y) is the logarithm of the reported losses.

The explanatory variable has 3 variables.


X1 is UY = Underwriting Year

X2 is CY = Calendar Year

X3 is DQ = Development Quarter
The data can be found in “input data” spread sheet. I believe the data is reasonable and appropriate for my analysis.
Model and methodology

The model for this relation is Y* = αβ1*UY β2*CY β3*DQε
This model is not linear. I can not use ordinary least squares estimators, but it is inherently linear. To transform a multiplicative relation into an additive relation, I take logarithms

ln(Y*) = ln(α) + UY*ln(β1*) + CY*ln(β2*) + DQ*ln(β3*) + ln(ε)
The regression analysis has been used for this study. The multiple regression analysis equation is 


Y= α + β₁X₁ + β₂X₂  + β3X3
where: 
 Y = the logarithm of the reported losses
 α = intercept

β1 = least squares coefficients of X1

β2 = least squares coefficients of X2

β3= least squares coefficients of X2
               X1 = UY = Underwriting Year 

               X2 = CY = Calendar Year
X3 = DQ = Development Quarter
Tools

The microsoft excel with data analysis tools has been used in the regression analysis.
Data Analysis

Correlation 

The correlation of explanatory variables has been inspected before running regression.
	 
	UY
	CY
	DQ
	Y' = ln(Y)

	UY
	1
	 
	 
	 

	CY
	  0.46602 
	1
	 
	 

	DQ
	- 0.45042 
	     0.5761 
	1
	 

	Y' = ln(Y)
	- 0.16785 
	     0.2716 
	    0.4397 
	1


The result show that Development Quarter and Calendar Year have positive correlation to response variable the logarithm of the reported losses but Underwriting Year has negative correlation to response variable the logarithm of the reported losses.
Normal probability
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The points on this plot do not form a nearly linear pattern, which indicates that the normal distribution is not a good model for this data set. 
Regression Model 1

The null hypothesis is H0: β₁ =  β₂ = β3 = 0
With the excel tools, the logarithm of the reported losses has been input for Y variable and Underwriting Year, Calendar Year and Development Quarter have been input for X variable. The linear regression output are shown below.

	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.4531
	
	
	
	
	

	R Square
	0.2053
	
	
	
	
	

	Adjusted R Square
	0.1984
	
	
	
	
	

	Standard Error
	1.4130
	
	
	
	
	

	Observations
	348
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	
	df
	SS
	MS
	F
	Significance F
	

	Regression
	3
	177.47
	59.16
	29.63
	4.61556E-17
	

	Residual
	344
	686.86
	2.00
	
	
	

	Total
	347
	864.33
	
	
	
	

	
	
	
	
	
	
	

	
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	15.5327
	0.2290
	67.8305
	3.4725E-201
	15.0823
	15.9831

	UY
	0.6099
	0.2733
	2.2320
	0.0263
	0.0725
	1.1474

	CY
	-                  0.5929
	0.2734
	-                  2.1689
	0.0308
	-                        1.1306
	-     0.0552

	DQ
	0.2044
	0.0681
	3.0017
	0.0029
	0.0705
	0.3383


These results can be found on “Regression 3 Variables” spreadsheet.

The fitted regression line for predicting the logarithm of the reported losses is 

Y = 15.5327 + 0.6099*UY - 0.5929*CY + 0.2044*DQ
The R2 is 20.53%, this indicate that 20.53% of variation in the logarithm of the reported losses can be explained by variation in the UY, CY and DQ. The significant F statistic is very small. (The critical value F0.05(3,344) = 2.65 compare to the F from the calculation is 29.63). This leads to reject the null hypothesis.

The coefficient of UY is 0.6099, CY is -0.5929 and DQ is 0.2044. The p-value of DQ is close to zero but the p-value of UY and CY are bit high. As a result, I will continue testing by remove the CY from the model.

Regression Model 2

The null hypothesis is H0: β₁ = β3 = 0
With the excel tools, the logarithm of the reported losses has been input for Y variable and Underwriting Year and Development Quarter have been input for X variable. The linear regression output are shown below.

	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	


	Regression Statistics
	
	
	
	
	

	Multiple R
	0.4410
	
	
	
	
	

	R Square
	0.1945
	
	
	
	
	

	Adjusted R Square
	0.1898
	
	
	
	
	

	Standard Error
	1.4206
	
	
	
	
	

	Observations
	348
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	168.0810722
	84.04053608
	41.64305361
	6.30494E-17
	

	Residual
	345
	696.2502131
	2.01811656
	
	
	

	Total
	347
	864.3312852
	
	
	
	

	
	
	
	
	
	
	

	
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	15.72077426
	0.213074423
	73.78067272
	0.0000
	15.30168588
	16.13986264

	UY
	0.020688911
	0.029566713
	0.699736602
	0.4846
	-0.037464787
	0.07884261

	DQ
	0.05743621
	0.006805919
	8.439155691
	0.0000
	0.044049894
	0.070822526


These results can be found on “Regression UY DQ” spreadsheet.

The fitted regression line for predicting the logarithm of the reported losses is 

Y = 15.7208 + 0.0207*UY  + 0.0574*DQ
The R2 is 19.45%, this indicate that 19.45% of variation in the logarithm of the reported losses can be explained by variation in the UY and DQ. The significant F statistic is very small. (The critical value F0.05(2,345) = 3.04 compare to the F from the calculation is 41.64). This leads to reject the null hypothesis.

The coefficient of UY is 0.0207 and DQ is 0.0574 . The p-value of DQ is close to zero but the p-value of UY is too high. As a result, I will continue testing by remove the UY from the model.

Regression Model 3

The null hypothesis is H0: β₂ = β3 = 0
With the excel tools, the logarithm of the reported losses has been input for Y variable and Calendar Year and Development Quarter have been input for X variable. The linear regression output are shown below.

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.440252
	
	
	
	
	

	R Square
	0.193822
	
	
	
	
	

	Adjusted R Square
	0.189149
	
	
	
	
	

	Standard Error
	1.42117
	
	
	
	
	

	Observations
	348
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	167.5265
	83.76324
	41.47262
	7.23E-17
	

	Residual
	345
	696.8048
	2.019724
	
	
	

	Total
	347
	864.3313
	
	
	
	

	
	
	
	
	
	
	

	
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	15.76465
	0.20523
	76.81437
	4.8E-219
	15.36099
	16.16831

	CY
	0.013709
	0.02959
	0.463313
	0.643433
	-0.04449
	0.071908

	DQ
	0.053306
	0.007437
	7.167498
	4.67E-12
	0.038678
	0.067934


These results can be found on “Regression CY DQ” spreadsheet.

The fitted regression line for predicting the logarithm of the reported losses is 

Y = 15.7647 + 0.0137*CY  + 0.0533*DQ
The R2 is 19.38%, this indicate that 19.38% of variation in the logarithm of the reported losses can be explained by variation in the CY and DQ. The significant F statistic is very small. (The critical value F0.05(2,345) = 3.04 compare to the F from the calculation is 41.47). This leads to reject the null hypothesis.

The coefficient of CY is 0.0137 and DQ is 0.0533 . The p-value of DQ is close to zero but the p-value of CY is too high. As a result, I will continue testing by remove the DY from the model.

Regression Model 4

The null hypothesis is H0: β₁ =  β₂ = 0
With the excel tools, the logarithm of the reported losses has been input for Y variable and Underwriting Year and Calendar Year have been input for X variable. The linear regression output are shown below.

	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.429554
	
	
	
	
	

	R Square
	0.184517
	
	
	
	
	

	Adjusted R Square
	0.179789
	
	
	
	
	

	Standard Error
	1.429348
	
	
	
	
	

	Observations
	348
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	159.4835
	79.74177
	39.031
	5.24E-16
	

	Residual
	345
	704.8477
	2.043037
	
	
	

	Total
	347
	864.3313
	
	
	
	

	
	
	
	
	
	
	

	
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	15.84313
	0.206667
	76.66027
	9.3E-219
	15.43665
	16.24962

	UY
	-0.20547
	0.030019
	-6.84471
	3.51E-11
	-0.26452
	-0.14643

	CY
	0.22359
	0.027492
	8.132799
	7.64E-15
	0.169516
	0.277663



These results can be found on “Regression UY CY” spreadsheet.

The fitted regression line for predicting the logarithm of the reported losses is 

Y = 15.8431 - 0.2055*UY  + 0.2236*CY
The R2 is 18.45%, this indicate that 18.45% of variation in the logarithm of the reported losses can be explained by variation in the UY and CY. The significant F statistic is very small. (The critical value F0.05(2,345) = 3.04 compare to the F from the calculation is 39.03). This leads to reject the null hypothesis.

The coefficient of UY is - 0.2055 and DQ is 0.2236. The p-value of UY and CY is close to zero.

Conclusion 

All models have low adjusted R Square (less than 21%) indicate that linear regression is not appropriate to estimate the logarithm of the reported losses from three variables UY, CY and DQ. But if base on 4 models in this study case, I selected Model1 with three variables because this model has highest adjusted R-square and lowest standard error.

The projection model is 

Ln(Reported Losses) = 15.5327 + 0.6099*UY - 0.5929*CY + 0.2044*DQ
