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INTRODUCTION:	  
	  
This	  project	  looks	  at	  the	  history	  of	  government	  spending	  in	  the	  United	  States	  at	  the	  Federal	  
level.	  During	  the	  initial	  investigation	  I	  looked	  at	  data	  going	  back	  to	  1792	  and	  adjusted	  for	  
inflation	  and	  population	  growth.	  For	  the	  purposes	  of	  building	  a	  stationary	  time	  series	  no	  
single	  series	  fit	  the	  entire	  period,	  however,	  so	  the	  time	  series	  models	  investigated	  here	  are	  
restricted	  to	  the	  post-‐WWII	  era.	  
	  
Traditionally	  Government	  spending	  is	  considered	  on	  a	  percent	  of	  GDP	  basis	  as	  opposed	  to	  a	  
per	  resident	  basis,	  but	  there	  are	  some	  possible	  issues	  with	  this	  approach:	  1.	  Data	  on	  pre-‐
20th	  century	  GDP	  is	  suspect	  whereas	  the	  decennial	  census	  going	  back	  to	  1790	  provides	  an	  
accurate	  and	  reliable	  source	  for	  population	  data.	  2.,	  whether	  government	  spending	  should	  
be	  expected	  to	  grow	  with	  GDP	  or	  with	  population	  is	  an	  open	  question.	  For	  example,	  
historically	  a	  large	  (~30-‐80%)	  of	  Federal	  outlays	  have	  been	  on	  defense,	  and	  it's	  not	  clear	  
why	  a	  larger	  economy	  would	  necessitate	  a	  larger,	  more	  expensive	  military	  in	  real	  terms	  
whereas	  it	  does	  make	  sense	  why	  a	  growing	  population	  -‐	  which	  until	  ~1900	  corresponded	  
with	  a	  geographically	  growing	  country	  -‐	  would	  require	  a	  larger	  military.	  Similar	  debates	  
could	  be	  had	  over	  other	  Federal	  government	  roles.	  Given	  that,	  spending	  on	  a	  per-‐resident	  
basis	  seemed	  a	  novel	  way	  to	  assess	  how	  the	  Federal	  government	  has	  evolved	  over	  time	  and	  
may	  provide	  new	  insights	  not	  captured	  by	  spending/GDP.	  
	  
DATA	  COLLECTION:	  
 
Population and Federal outlays data for the period 1792-1899 was sourced from "Historical 
Statistics of the United States 1789-1945", pages 26 and 299-301, respectfully, which can be 
found on the Census Bureau's website: 
http://www2.census.gov/prod2/statcomp/documents/HistoricalStatisticsoftheUnitedStates1789-
1945.pdf 
 
Population data post 1900 was obtained here: 
http://www.census.gov/popest/data/historical/index.html 
 
Post 1900 Federal outlay data was obtained here: 
http://www.whitehouse.gov/omb/budget/historicals 
 
CPI data was sourced from www.measuringworth.com, a collaborative effort between a number 
of economists from recognized institutions. They have compiled a number of inflation time 
series that date back further than what is available from the BLS or Federal Reserve. 
  



 
DATA	  ASSESSMENT1:	  
 
Looking at inflation adjusted Federal outlays (Figure 1) and inflation adjusted outlays/resident 
(Figure II) the data exhibits a clear pattern of exponential growth with increased volatility around 
the Civil War, WWI, WWII, and the recent financial crisis. 
 
 

Figure I: 

 
 

Figure II: 

 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  See	  Excel	  sheet	  "Data"	  



 
Clearly neither of these series is stationary, in general, though, exponential growth can be made 
stationary by taking logs and first differences, shown in Figures III and IV. If spending per 
resident is indeed growing exponentially a linear trend is expected in Figure III and a series in 
Figure IV with stationary mean, which appears reasonable. 
 
Given that the per-resident series in Figures II and III are showing an obvious upward growth - a 
far larger and sustained deviation from the mean than would be expected from any stationary 
series - it's immediately clear real Federal outlays per resident have not been stationary over 
time2. 

 
Figure III: 

 
 

Figure IV: 

 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2	  This	  was	  confirmed	  by	  looking	  at	  the	  sample	  ACF,	  see	  Excel	  sheet	  "Sample	  Correlogram-‐LN"	  



 
Looking at Figures I, II, III, and IV, and combining them with general knowledge of American 
History the data breaks down into four well defined eras with distinct characteristics: The 
Founding through the Civil War, characterized by very low levels of spending with little growth 
per resident (<1%/year) and large year-to-year volatility; Post Civil-War through WWI, with 
higher spending per resident but still little growth (<1%/year) and lower volatility; WWI through 
WWII, characterized by very high volatility and rapidly growing spending per resident (~7.5%); 
and Post-WWII, characterized by a steady growth rate of Federal spending per resident and 
much lower volatility (~2.5%). 
 
Given the evolution of the data: varying growth rates during different periods, changing volatility, 
and the dramatic effects of two World Wars and the Civil War, it's unreasonable to expect any 
single model to fit with any degree of precision, therefore, the remainder of the study will focus 
only on the Post-WWII period. The start of this period will be 1950 after war efforts had ramped 
down and spending stabilized. 
 
MODEL	  SPECIFICATION: 
 
This study looks at two possible models for the data. The first is a simple mean plus white noise 
model of first differences of the logs: 
 

 

1:  ∇ ln Yt( ) = µ+ Xt

Where:
Yt = Federal outlays per resident
µ = Mean growth rate
Xt = White noise process of 0 mean and constant variance

 

 
The second model uses a more sophisticated approach while keeping parsimony in mind. This 
model regresses spending on population, which is itself a linear regression3, where the residuals 
are modeled as an AR(1) process: 
 

 

2 :  Yt = µt +ϕ *rt−1 + ε t

Where:
Yt = Total Federal outlays
µt = Linear estimate of outlays at t; β0 + β1 *Popt

  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3	  The reason the population regression was required rather than just using the actual data is for forecasting. In order 
to generate an estimate of future Federal outlays that depends on population or outlays per resident an estimate of 
future population is needed. Given population tends to grow exponentially a linear regression isn't optimal, however, 
over the given time frame a linear approximation is sufficiently accurate (the population on year regression has an 
R2=0.995). The extra noise introduced by the population regression is dwarfed by the volatility in outlays. 



 

Popt = Linear estimate of population at t; ξ0 + ξ1 * t
rt = Yt − β0 + β1 *Popt( )
ε t = Stochastic component

Which gives: Yt = β0 + β1 ξ0 + ξ1 * t( ) +ϕ Yt−1 − β0 + β1 *Popt−1( )( )
= 1−ϕ( ) β0 + β1ξ0 + β1ξ1 * t( ) +ϕβ1ξ1 +ϕ *Yt−1

 

 
MODEL	  1	  PARAMETERS4: 
	  
With Model 1 as: ∇ ln Yt( ) = µ+ Xt

The following were generated:
µ = 0.0242
σε

2 = 0.0035
 	  

Figure V shows the sample ACF of ∇ ln Yt( )  and with no values beyond the significance bounds 

for a white noise process 0 ±1.96 1 / n( )  there is no evidence to reject this model.	  
	  

 
Figure V: 

	  
	  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4	  See	  Excel	  sheets	  "Sample	  ACF-‐Diff_LN"	  and	  "Model	  1"	  



ACF :

rk =
Yt −Y( ) Yt−k −Y( )

t=k+1

n

∑

Yt −Y( )2
t=1

n

∑

UCL / LCL = 0 ±1.96 1
n

	  

	  
MODEL	  1	  FORECASTS:	  
	  
Based on the above model forecasts are generated for Federal spending per resident for 2009-
2013 and the results compared to actual data. All years fall within the 95% bounds except 2013 
which is below by < $200. 
	  

 

∇ ln Yt( ) = 0.0242 + Xt

⇒Yt = Yt−1e
0.0242+Xt

Where Xt ~ N 0,0.0035( )

Ŷt ℓ( ) = Yte0.0242*ℓ

UCL / LCL = Y2008e
0.0242*ℓ±1.96* 0.0035

 
	  
	  

Figure VI: 

	  
	  



MODEL	  1	  DIAGNOSTICS:	  
	  
To assess the accuracy of the model the first checks are the residual ACF and qq-plot. Looking at 
Figure VII there doesn’t appear to be any reason to question the model with all lags within the 
white-noise bounds. 
 

 
Figure VII:	  

	  
	  
 
Turning to the qq-plot in Figure VIII, the slope is slightly below what would be expected for a 
normal distribution, however, correcting for the 5.6σ outlier at t=1952 this is eliminated and the 
residuals closely follow a normal plot, seen in Figure IX. 
 

 
Figures VIII-IX:

	  
5

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5	  See	  Excel	  Sheets	  "Mod	  1	  Resids	  ACF"	  and	  "Model	  1"	  



	  

As a final check of the residuals the Ljung-Box test is performed to ensure the total spread of 
residuals is within expected bounds, and as Table I shows all lags fall within the 95% confidence 
bound. 
	  

Table I:

	  
	  
Q*= n* n + 2( ) r̂1

n −1
+ r̂2
n − 2

+ ...+ r̂k
n − k

⎛
⎝⎜

⎞
⎠⎟

P − value = 1− χ 2 Q*,df = k( ) 	  
	   	  



	  

MODEL	  2	  PARAMETERS:	  
 
With Model 2 specified as: Yt = µt +ϕ *rt−1 + ε t

Where:
Yt = Federal outlays
µt = Linear estimate of outlays at t; β0 + β1 *Popt
Popt = Linear estimate of population at t; ξ0 + ξ1 * t
rt = Yt − β0 + β1 *Popt( )

The following values were generated: 	  
	  
β0 = −2473879.10
S.Eβ0

= 70035.02
β1 = 18220.74
S.Eβ1

= 304.36

R2 = 0.9843

ξ0 = −4710.66
S.Eξ0

= 44.2012

ξ1 = 2.49
S.Eξ1

= 0.0223

R2 = 0.9955 	  

ϕ̂ = 0.8886
S.Eϕ̂ = 0.0777
Intercept = 0.0263
S.EInter = 0.0728
R2 = 0.7000

σ̂ ε = 49129.74

The	  intercept	  of	  the	  ϕ	  regression	  is	  expected	  to	  be	  0	  and	  with	  an	  intercept	  of	  0.0263	  and	  
S.E.	  of	  0.0728	  we	  do	  not	  reject	  H0	  where	  H0:	  Intercept=0	  at	  α=0.05.	  It	  is	  also	  of	  note	  
r1=0.7786,	  the	  method	  of	  moments	  estimator	  of	  φ,	  is	  within	  1.96	  standard	  errors	  (0.0777)	  
of	  ϕ̂ ,	  the	  least	  squares	  estimator.	  6

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6	  See	  Excel	  sheets	  "Population	  Regression",	  "Out	  vs	  Pop	  Regress",	  "Samp	  ACF-‐PACF	  Out	  vs	  Pop",	  "Out	  vs	  Pop	  
ACF	  Output",	  "Phi_Hat	  Regression",	  "LS	  Est",	  "Model	  2"	  



	  

With R2 of 0.9843 and 0.9955 both the population and outlays regressions are close fits to the 
observed data - See Figures X and XI. 

 
 

Figure X: 

 
 

Figure XI: 

 
 
 

Next the time and t vs t-1 plots and the sample ACF and PACF of the outlays regression 
residuals are assessed to determine if there is an identifiable pattern - See Figures XII, XIII, XIV, 
and XV respectively. 
 



	  

 
Figures XII-XIII: 

 
 

Figure XIV: 

 
 

Figure XV: 

 
 



	  

Looking at Figures XII and XIII it appears there is a strong correlation among neighboring 
values, with Figure XII in particular showing a strong resemblance to an AR(1) model with high 
φ. Looking at the ACF the first three lags fall within the significance bounds for an AR(1) model 
and the exponential decay is consistent with an AR(1) model, although the negative values at 
lags at 6-20 indicate the possibility of an AR(2) model. 
 
Turning to the PACF7, there is a very strong indication of an AR(1) model where only the first 
lag falls outside the significance bounds with all others well inside. Due to the strength of the 
AR(1) seen in the PACF and the fact that none of the negative values in the ACF fall outside the 
significance bounds the AR(2) model is abandoned. The added complexity would likely 
outweigh any possible gains in precision and could add unnecessary noise. The ACF, PACF, and 
significance bounds were generated using the following functions - Note the UCL/LCL bounds 
are those expected of an AR(1) process with ϕ = ϕ̂ : 
 

 

ACF :

rk =
Yt −Y( ) Yt−k −Y( )

t=k+1

n

∑

Yt −Y( )2
t=1

n

∑

UCL / LCL = 0 ±1.96 1
n
1+ϕ 2( ) 1−ϕ 2k( )

1−ϕ 2 − 2kϕ 2k

PACF :

ϕkk =
ρk − ϕk−1, jρk− j

j=1

k−1

∑

1− ϕk−1, jρ j
j=1

k−1

∑

UCL / LCL = 0±1.96 1
n

 

 
MODEL	  2	  FORECASTS:	  
 
From the parameters outlined above the modeled values in Table 2 were generated - The first 
three columns are actual data and the final four columns the modeled data. Forecasts for 2009-
2013 are graphed in Figures XIV-XV. 
 
The forecasts in Figure XV are 1, 2, 3, 4, and 5 year forecasts based on the last known residual 
from 2008. Given the large deviation in 2009 due to the financial crises the 2009 actual is well 
outside the 95% bounds (The 2009 residual was an 11σ event). The forecasts in Figure XVI are a 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7	  PACF	  values	  were	  calculated	  using	  the	  PACF()	  function	  in	  R	  with	  max	  lag	  set	  to	  35,	  the	  output	  was	  then	  
exported	  back	  to	  Excel.	  



	  

series of 1 year forecasts updated by the actual residual in t-1. As shown by the charts a model 
incorporating the auto-regression inherent in the residuals improves significantly on the naïve 
regression, although as 2009 demonstrates caution is needed, especially when forecasting for 
more than 1 year. 
 

Table 2: 

 
 



	  

 
 

Figure XV: 

 
 

Figure XVI: 

 
 

 

Figure XV:

Ŷ2008 ℓ( ) = 1−ϕ( ) β0 + β1ξ0 + β1ξ1 * t( ) +ϕβ1ξ1 +ϕ
ℓ *Y2008

Figure XVI:

Ŷt 1( ) = 1−ϕ( ) β0 + β1ξ0 + β1ξ1 * t( ) +ϕβ1ξ1 +ϕ *Yt−1  



	  

 
MODEL	  2	  DIAGNOSTICS8:	  
 
As with Model 1, if the model is a correct fit for this data it is expected the residuals are 
normally distributed with mean 0. To check this a simple time plot, qq-plot, and Barletts test 
using AR(1) bounds were performed - See Figures XVII, XVIII, and XIX, respectively. 
 
 

Figure XVII: 

 
 

Figure XVIII: 

 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8	  See	  Excel	  sheet	  "Mod	  2	  Resids	  ACF",	  "Mod	  2	  Resids	  ACF	  Output"	  



	  

 
Figure XIX: 

 
 

UCL / LCL = 0 ±1.96 1
n
1− 1−ϕ̂ 2( )ϕ̂ 2k−2( )  

 
 
Only the lag 12 value of the r̂k  ACF is significant and falls outside the significance bounds by a 
small margin. As	  expected, comparing Figure XIX to Figure XIV much less autocorrelation is 
evident. These observations combined with a qq-plot that fairly closely tracks normality 
indicates the residuals are independent and normally distributed, thus based on the evidence from 
these tests the model is efficiently specified. 
 
Next the standard deviation of the observed residuals is compared against the method of 
moments estimator, σ̂ ε : 

γ̂ 0 =
σ̂ ε
2

1−ϕ̂ 2

s = 1
n −1

rest − res( )2
t=1

n

∑ = 98455.72

⇒σ̂ε
2 = 98455.722 1− 0.86662( ) = 2413731710.65

⇒σ̂ε = 49129.74

êt = 54056.46

 

 
The observed value closely matches the expected value. 
 



	  

Lastly the Ljung-Box test is performed and with no p-values falling below the 5% significance 
level there is not sufficient evidence to indicate the residuals are anything other than white noise. 

 
Table 3: 

 
 

Q*= n* n + 2( ) r̂1
n −1

+ r̂2
n − 2

+ ...+ r̂k
n − k

⎛
⎝⎜

⎞
⎠⎟

P − value = 1− χ 2 Q*,df = k −1( )
 

 
CONCLUSION:	  
 
Comparing the modeled data in Figure VI with Figure XX (which is Figure XVI on a per-
resident basis) it's evident Model 2 more closely tracks actual spending. While the actual 2009 
value fell within the 95% bounds in Model 1, whereas it did not in Model 2, this is largely due to 
the fact that the significance bounds are much wider for Model 1 ($2624 vs $691) not that the 



	  

actual projection was notably more accurate. Furthermore, looking at actual outlays for 2013 
being outside the significance bounds with the trend looking further downward it appears there is 
cause to doubt the accuracy of Model 1 in the future. In contrast the AR component in Model 2 
should capture the downward trend. 
 
 

Figure XX: 

 
 
 
Even with the more accurate and sophisticated approach in Model 2 updates will definitely be 
necessary going forward, though. Just as in the past, wars, demographics, and the role of 
government will continue to evolve and thus no single model is appropriate forever. 


