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Diabetes rates in the U.S.: Linear Regression Model
Introduction
According to the American Diabetes Association
, 
· Diabetes was the “7th leading cause of death in the United States in 2010.”  
· An estimated 9.3% of Americans had diabetes in 2012, which is up from 8.3% of Americans in 2010.  
· As of 2012, it is estimated that more than ¼ of Americans with diabetes (8.1 million / 29.1 million) have not yet been diagnosed.
Thus despite medical advances lengthening U.S. life expectancy over the last several decades, diabetes remains a leading cause of death and its prevalence and threat is increasing. I have personally lived with this incurable disease for more than a decade, and I am determined to reduce my risk factors for complications as I continue to age.  So far with my physician’s guidance, I have managed to control my risk factors well.  I am curious to test my physician’s recommendations against statistical data to see how relative the risk factors are to my condition.
Purpose

In this project, I will use statistical concepts acquired in the VEE Regression course to analyze the data and attempt to specify a linear regression model for diabetes prevalence in the U.S.  There is a corresponding Excel file, “Data_US_JeannieSmith.xlsx” that accompanies this document. 

Data

I chose to utilize the Center for Disease Control’s website, http://www.cdc.gov/diabetes/statistics for my analysis.  This site has a plethora of data available on diabetes prevalence and incidence rates including percentages of diagnosed diabetics with the risk factors noted by my doctor.  For example, risk factors of cardiovascular disease, high cholesterol, high blood pressure, A1C levels, and self-reported obesity are available.  Demographic percentage data on diagnosed diabetics was also available (for example, diabetes prevalence by education, race, gender, and age).  I used 15 observation points for each prevalence rate, including data ranging from 1997-2011, with some assumed trending from 2010-2011 for % high cholesterol data.  
Analysis 
I set my dependent variable “Y” as “Diabetes Prevalence Rate in the U.S.”  Although I had many factors from which to choose as my explanatory variables, my experience as a diabetic patient led me to chose the following statistics on diagnosed diabetics for my initial regression model:

X1  = % with < High School Education 

X2  = % with Coronary Heart Disease
X3  = % Obese

X4  = % Overweight

X5  = % High Cholesterol

Thus my initial equation will be of the form:

Yi = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5+e , where α is the intercept and βi are the least squares coefficients.

Null Hypothesis
The null hypothesis is that all least squares coefficients are zero:

β1 = β2 = β3 = β4 = β5 = 0

Model A – Regression on All Variables

The resulting regression equation and analysis using Excel’s Regression Analysis Toolpak is:
Yi = -1.99115+ 0.396827X1+ 0.030307X2 + 0.007602X3+ 0.01209X4+ 0.0482X5
	Regression Statistics

	Multiple R
	99.64%

	R Square
	99.27%

	Adjusted R Square
	98.87%

	Standard Error
	9.28%

	Observations
	15


	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	5
	          10.5865 
	          2.1173 
	 245.81025727 
	     0.00000000 

	Residual
	9
	            0.0775 
	          0.0086 
	
	

	Total
	14
	          10.6640 
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	           (1.991150)
	212.11%
	         (0.9387)
	37.24%

	% < High School
	            0.396827 
	7.69%
	          5.1626 
	0.06%

	% Coronary Heart Disease
	            0.030307 
	4.83%
	          0.6280 
	54.56%

	% Obese
	            0.007602 
	2.96%
	          0.2567 
	80.32%

	% Overweight
	            0.012090 
	3.24%
	          0.3729 
	71.78%

	% High Cholesterol
	            0.048200 
	2.51%
	          1.9174 
	8.74%


R2 = 99.27% and the adjusted R2 = 98.87%, meaning nearly 99% of diabetes prevalence from 1997-2011 can be explained by the five variables I chose.  Surprisingly, the largest correlation stems from the % of diagnosed diabetics with less than a high school education.  According to the National Center for Education Statistics
, Americans that did not complete high school make significantly less money those who completed high school or beyond.  Thus limited access to proper medical care and nutrition likely contribute to this correlation.  According to the t-test at a 90% significance level, % < High School and % High Cholesterol are the most significant since p < 0.1 for both variables. From the ANOVA table the F-test statistic is 245.81 with a p-value of 0.  Since the p-value is less than 0.1 for % < High School and % High Cholesterol, I am 90% confident that we can reject the null hypothesis that these two explanatory variables are zero.
Quite surprisingly given my own personal experience with this disease, % Obese is the least significant explanatory variable; thus I will remove it from the model.  

Model B – Model A less % Obese
Removing % Obese from my model yields the following model:
Yi = -1.33625+ 0.3999964X1+ 0.02546X2 + 0.013627X4+ 0.050001X5
	Regression Statistics

	Multiple R
	99.63%

	R Square
	99.26%

	Adjusted R Square
	98.97%

	Standard Error
	8.87%

	Observations
	15


	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	4
	          10.5853 
	          2.6463 
	 336.17021614 
	     0.00000000 

	Residual
	10
	            0.0787 
	          0.0079 
	
	

	Total
	14
	          10.6640 
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	    (1.336251)
	113.72%
	         (1.1750)
	26.72%

	% < High School
	     0.399964 
	7.30%
	          5.4759 
	0.03%

	% Coronary Heart Disease
	     0.025460 
	4.44%
	          0.5731 
	57.93%

	% Overweight
	     0.013627 
	2.37%
	          0.5743 
	57.84%

	% High Cholesterol
	     0.050001 
	2.36%
	          2.1201 
	6.00%


R2 negligibly dropped from 99.27% to 99.26% while the adjusted R2 slightly improved from 98.87% to 98.97%.  % < High School remained the top explanatory variable, with an even further reduction in the p-value.  Also, the p-value for % High Cholesterol decreased from 8.74% to 6.00%.  Finally, the intercept value and standard error decreased.  Thus removing % obesity from the model improved the fit overall.  From the ANOVA table the F-test statistic increased to 336.17 with p-value of 0. Thus I am more than 90% confident that I can reject the null hypothesis that % < High School and % High Cholesterol explanatory variables coefficients are zero.

The next least significant explanatory variable is % Coronary Heart Disease.  
Model C – Model B less % Coronary Heart Disease
Removing % Coronary Heart Disease from my model yields the following model:

Yi = -1.288692+ 0.396348X1+ 0.01246X4+ 0.053652X5
	Regression Statistics

	Multiple R
	99.61%

	R Square
	99.23%

	Adjusted R Square
	99.02%

	Standard Error
	8.63%

	Observations
	15


	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	          10.5820 
	          3.5273 
	 473.22543346 
	     0.00000000 

	Residual
	11
	            0.0820 
	          0.0075 
	
	

	Total
	14
	          10.6640 
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	     (1.288692)
	103.27%
	         (1.2479)
	23.80%

	% < High School
	      0.396348 
	6.96%
	          5.6906 
	0.01%

	% Overweight
	      0.012460 
	2.46%
	          0.5063 
	62.27%

	% High Cholesterol
	      0.053652 
	1.82%
	          2.9477 
	1.33%


R2  negligibly dropped from 99.26% to 99.23% and the adjusted R2 slightly improved from 98.97% to 99.02%.  As expected, % < High School remained the top explanatory variable, with an even further reduction in the p-value.  Also, the p-value for % High Cholesterol again decreased from 6.00% to 1.33%.  Finally, the intercept value and standard error decreased from Model B.  Thus removing % cardiovascular disease from the model improved the fit overall.  From the ANOVA table the F-test statistic increased to 473.2254 with p-value of 0. Given the reduction in p-values, I am now more than 95% confident that I can reject the null hypothesis that the % < High School and % High Cholesterol regression explanatory variables coefficients are zero.

The next least significant explanatory variable is % Overweight.  I am quite surprised by this, as keeping my weight down has appeared to be one of the largest contributors to my blood sugars remaining under control.    Of course, my doctor always advised me to lose weight as a way of lowering my cholesterol levels.  Although my own personal experience does not constitute statistical significance, it is interesting to see these results.  
For my last scenario, I will remove % Overweight as an explanatory variable. 
Model D – Model C less % Overweight
Removing % Overweight from my model yields the following model:

Yi = -0.773756+ 0.406995X1+ 0.061128X5
	Regression Statistics

	Multiple R
	99.61%

	R Square
	99.21%

	Adjusted R Square
	99.08%

	Standard Error
	8.36%

	Observations
	15


	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	          10.5801 
	          5.2900 
	 756.59916161 
	     0.00000000 

	Residual
	12
	            0.0839 
	          0.0070 
	
	

	Total
	14
	          10.6640 
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	   (0.773756)
	17.29%
	         (4.4745)
	0.08%

	% < High School
	    0.406995 
	6.43%
	          6.3288 
	0.00%

	% High Cholesterol
	    0.061128 
	1.03%
	          5.9313 
	0.01%


R2  negligibly dropped from 99.23% to 99.21% and the adjusted R2 slightly improved from 99.02% to 99.08%.  As expected, % < High School remained the top explanatory variable, with an even further reduction in the p-value.  Also, the p-value for % High Cholesterol again decreased to a very small 0.01% from 1.33%.  Finally, the intercept value and standard error decreased greatly from Model C.  Thus removing % overweight from the model improved the fit overall.  From the ANOVA table the F-test statistic increased to 756.6 with p-value of 0. Thus I am highly confident that I can reject the null hypothesis that % < High School and % High Cholesterol explanatory variables coefficients are zero.

Given that % < High School education bears a greater weight on the equation and my desire to follow the principle of parsimony in selecting a model, I will do a final regression with simply the % < High School education as an explanatory variable.
Model E - % < High School as only explanatory variable.  
Allowing only % < High School as an explanatory variable:

Yi = -0.192013+ 0.769481X1
	Regression Statistics

	Multiple R
	98.44%

	R Square
	96.91%

	Adjusted R Square
	96.67%

	Standard Error
	15.93%

	Observations
	15


	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	          10.3341 
	        10.3341 
	 407.25408949 
	     0.00000000 

	Residual
	13
	            0.3299 
	          0.0254 
	
	

	Total
	14
	          10.6640 
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	     (0.192013)
	27.13%
	         (0.7077)
	49.16%

	% < High School
	      0.769481 
	3.81%
	        20.1805 
	0.00%


Although adjusted R2 is still very high with Model E, the p-value for the intercept increased from model D from near 0% to almost 50%.  In addition, the regression standard error increased from 8.36% to 15.93%.  Thus Model E is not as good of a fit as Model D.
Conclusion:

Based on my analysis, Model D best fits the data given the high adjusted R2 and the low resulting p-values for the explanatory variables.  The resulting model equation is:
Yi = -0.773756+ 0.406995X1+ 0.061128X5  , where 

X1 = % of diagnosed diabetics with less than a high school education, and
X5 = % of diagnosed diabetics with high cholesterol
X1 is the largest explanatory variable, while X5 also explains some of the variation in the diabetes rate.
� http://www.diabetes.org/diabetes-basics/statistics/


� http://nces.ed.gov/fastfacts/display.asp?id=77
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