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INTRODUCTION 
 
In a business setting, we want to maximize our resources, to cut out cost but not in the expense of 
the quality of service we offer to the customers and as well as the well-fare of the workers. To be 
able to meet the minimum requirement of this scenario, we have to have a little bit of knowledge 
about WORK FORCE OPTIMIZATION.  
 
The main idea in Work force optimization is all about Business Forecasting. Business Forecasting 
is the ability to predict the future as accurately as possible, given all the information available 
including historical data and forecasts (Hyndman, 2013). We try to do this for us to be able to 
organize future activities trying to incorporate rooms for uncertainties, to be prepared on the 
possible situation of the business in the future and for effective management.  
 
Now, we will look at the health insurance claims data of LoveYourSelf Insurance Company. A 
certain team in the company handles these medical insurance claims. They review all the 
transaction requests from the hospital and send a feedback whether the request is approved or 
denied. 
 

• Transactions in claiming insurance benefits 
• Additional Guarantee Letter (AGL) — request for admission 
• Top Up — request to upgrade the approved medical claim 
• Final Guarantee Letter (FGL) — final transaction for discharge 

 

• Here is the Health Services Historical Claims Data categorized based on their transaction type. 



 

 

 
TIME SERIES PLOT 
For time series data, the obvious graph to start with is a time plot. That is, the observations are 
plotted against the time of observation, with consecutive observations joined by straight lines.As 
we can see; the time series has an increasing pattern.  
 

  
Now we graph the monthly seasonal plots of each claim per transaction type. We will first proceed 
with AGL 
 
 
TREND AND SEASONALITY (AGL) 
 

 
The time series plot can be decomposed to clearly see the seasonality component, trend 
component and the remainder component. All three components are shown in the bottom three 



 

 

panels. These three components can be added together to reconstruct the data shown in the top 
panel. The remainder component shown in the bottom panel is what is left over when the seasonal 
and trend-cycle components have been subtracted from the data. 
 
Clearly from the decomposed series, we can see that there is an increasing trend and a uniform 
seasonality pattern.  
 
The Seasonally adjusted work for AGL is the resulting plot when we remove the seasonal 
component from the original data. This can be useful if the variation due to seasonality is not of 
primary interest. In our case, we will neglect this since we want to see the work load variation 
including the seasonality component.  
 
 
MONTHLY SEASONAL PLOT (AGF) 
 

 
A seasonal plot is similar to time series plot except that the data are plotted against the individual 
months in which the data were observed. This allows us to understand more clearly the seasonal 
pattern and to identify any pattern changes.  
 
In our diagram, throughout the years, we can see that there is an increasing pattern from Feb to 

March, and also there is an annually pattern that can be drawn from May – December. In this case, 

we would like to examine and investigate on the relationship of data points from Jan-Feb and 
March-April-May. There might be an unusual event or scenario happened during these times, if this 
scenario is uncontrollable then we will leave these data points, else, if we know that those events 
were just special and isolated cases, then we can proceed on correcting our data points to 
reflected value during that time. In our case, we will not correct any data point.  
 
 
 
 
 



 

 

 
GENERATE ACF AND PACF PLOTS (AGF) 
 
 

 
 
The autocorrelation function measures the relationship between variables for different values.  
The partial autocorrelation function plot is useful for identifying non-stationary time series. For a 
stationary time series, the PACF will drop to zero relatively quickly while the PACF of non-
stationary data decreases slowly. Also this is useful in selecting the appropriate parameters for 
ARIMA method.  
 

In out example, we can see that we don’t have a stationary time series data.  

 
The next part of our project discusses about the different forecast models and the process how to 
choose the best model to represent our time series data.  
 
The best model to use depends on, but not limited to the ff: availability of historical data, strength of 
relationships of parameters used, existence of trends, seasonality and noises. It is common to 
compare two or three potential models, and the best model should have the lowest absolute 
percentage error.  
 
Since the current time series that we have is a non-stationary, we will proceed with different non-
stationary forecast models.  
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

FORECAST MODEL: SIMPLE EXPONENTIAL SMOOTHING  
 
Simple Exponential Smoothing is the simplest of all the exponential smoothing methods. This is 

also known as the Single Exponential Smoothing. This method uses a smoothing constant  . This 
smoothing constant is chosen close to 0 if we want to smoothen out unwanted irregular 
components and close to 1 if we want to use this method for forecasting. In our case, we will use 
       
 
 This method is suited for data with no trend and seasonal patterns (stationary data).  
 
We will use R studio program to generate the results of this forecast model.  
 
 

 
 



 

 

FORECAST MODEL: HOLT’S EXPONENTIAL SMOOTHING  
 
Holt (1957) extended simple exponential smoothing to allow forecasting data with a trend. This 
method involves a forecast equation and two smoothing equations. The two smoothing parameters 
will take values close to 1.  
 
We will use R studio program to generate the results of this forecast model.  
 



 

 

FORECAST MODEL: HOLT-WINTERS EXPONENTIAL SMOOTHING  
 

Winter (1960) extended Holt’s method to capture seasonality. This method involves a forecast 

equation and 3 smoothing equations (one for the level, trend and seasonality). All the smoothing 
parameters should be close to 1.  
 
Since this method now covers seasonality, we must also input the type of seasonality, whether 
additive or multiplicative seasonality must be used. Luckily according to Rob Hyndman, that the 

Holt-Winters’ additive method and multiplicative method generate almost the same forecast values.  

 

 
 
 
We will use R studio program to generate the results of this forecast model.  
 
 
 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

FORECAST MODEL: Exponential Smoothing (ETS)  

We have seen that adding the seasonal component makes 2 variations of model – additive and 

multiplicative. In general, a time series data can have 5 variations of trend component (None, 
additive, additive damped, multiplicative and multiplicative damped) and 3 variations of seasonal 
component (none, additive and multiplicative) and 2 variations for error component. 
 Hence we have a total of 30 smoothing methods.  
 
Using R programming, we can call out the ETS function to give us the optimized smoothing 
method to forecast our given time series data.  
Here is the algorithm followed by R studio. It will apply the data in each of 30 models (given that 
the model is appropriate to the data). It will optimize the parameters and initial values It will then 
select the best method using AIC  
 
AIC = -2 (log)likelihood + p; where p is the number of parameters.  
After selecting the method, it produces the forecast values and obtain the prediction intervals using 
underlying state space model.  
 
We will use R studio program to generate the results of this forecast model.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 
Looking at the forecast detail, R studio categorized our data having additive trend, additive 
seasonality and additive error component. Hence we have used in particular the Additive Holt-

Winter’s method with additive errors.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

FORECAST MODEL: ARIMA  
 
While exponential smoothing models were based on trend and seasonality in the data, ARIMA 

models aim to describe the autocorrelations. This method is also known as Box – Jenkins method.  

ARIMA method involves solving 3 parameters – number of autocorrelation parameters, number of 

moving average parameters and number of differencing. But since we are using R studio, we will 
opt to go the automated algorithm. 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this case, we have used ARIMA (2,1,0)



 

 

 
 
In time series modelling, residuals should follow a white noise process, especially for ARIMA 
method. 
 
 
CHECKING FOR WHITE NOISE PROPERTY OF THE RESIUALS 
 

 

 

 

 

 

 

 

 

 

 

PERFORMANCE BOX TEST  

> Box.test(res,lag=10,fitdf=0, type=“Lj”) Box-Ljung test  

data: res 
X-squared = 3.3076, df = 10, p-value = 0.9732  

• Probability value of Box test is 0.9871 which is greater than alpha (0.05), we do not Reject Ho. The 

ARIMA model does not exhibit lack of fit.  



 

 

 

FORECAST MODEL: NNA  

Artificial neural networks are forecasting methods that are based on simple mathematical models 
of the brain. They allow complex nonlinear relationships between the response variable and its 
predictors. 



 

 

 
SUMMARY  

 

 

Based on different accuracy criteria, we will use ETS as our forecast model. 



 

 

 


