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Cancer Incidence 
  
 
INTRODUCTION 
 

Cancer, also known as malignant tumor or malignant neoplasm, is a group of almost a 
hundred diseases that are characterized by the uncontrolled growth of some abnormal 
cells in a body and the ability of these cells to spread from its original area to other 
parts such that if the spread is left uncontrolled, could result in death.  

 

Cancer is one of the most common dreaded diseases in the world today.  It often has a 
huge impact one on the person’s lifestyle and longevity and is also expensive to treat.  
There are various types of cancers and also many known causes – environmental 
factors like tobacco usage, diet and obesity, infections, radiation, and inherited 
genetics - although it is said that the actual cause of a cancer in an individual is 
nearly impossible to pinpoint, since most of the cases have multiple possible causes.   

 

This study aims to illustrate how some of the known causes of cancer are related to its 
incidence among several countries around the world.   

 

SOURCES AND DISCLAIMER 

1. The data, definitions and descriptions were obtained from the following sources 
and were used for the purpose of this study only.   

 
 http://stats.oecd.org/ 
 https://en.wikipedia.org/wiki/Cancer  
 http://medical-dictionary.thefreedictionary.com  

 
2. This study has been done for the specific purpose of statistical data analysis 

student project and should not be taken as an actual medical study.   
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AN OVERVIEW OF THE CANCER INCIDENCE OF DIFFERENT COUNTRIES   
 

In this study, we used the data as of 2012 we obtained from Organisation for Economic 
Co-operation and Development (OECD).  We will look into the relationship between 
cancer incidence and some of its causes – obesity, alcohol consumption and tobacco 
consumption - among several countries.  To simplify our study, we trimmed it down to 
include 29 countries that have the updated data on the causes we will look into.   

 

VARIABLES 
We will use the variables as defined below: 

N = number of countries in the study = 29 

Response Variable 
ܻ = Cancer, Incidence of Malignant Neoplasms, per 100,000 population 
 
Quantitative Explanatory Variable 
ܺଵ = Obese population, self-reported, % of total population 
ܺଶ = Alcohol consumption, Liters per capita (age 15+) 
ܺଷ = Tobacco consumption, % of population 15+ who are daily smokers 
 
ܺଵ,ܺଶ	ܽ݊݀	ܺଷ are assumed to be independent from each other.   
 
 
OUTCOME AND ANALYSIS 
 
DATA SUMMARY 
 
Table 1: Data Summary 

 
 
From Table 1 above, we see that those countries that have the highest and lowest in 
cancer incidence among the 29 countries, which are Denmark and Germany 
respectively, are not the highest and lowest in terms of the causes ܺଵ,ܺଶ	ܽ݊݀	ܺଷ.     
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We computed for the mean and standard deviation of the causes and found that both 
countries are within bound, that is, within one standard deviation of the mean.   

 
 
 

RESULTS AND ANALYSIS 
Let us now check the relationship between our response variable Y – Cancer Incidence 
and our explanatory variables ܺଵ ଶܺ,	ݕݐ݅ݏܾܱ݁− − ܺଷ	and	݊݋݅ݐ݌݉ݑݏ݊݋ܥ	݈݋ℎ݋݈ܿܣ −
 by running several scenarios and see the resulting model and ݊݋݅ݐ݌݉ݑݏ݊݋ܥ	݋ܾܿܿܽ݋ܶ
graphs for each scenario. 

 
Scenario 1 
In this scenario we will analyze the relationship between the cancer incidence rates 
and all the independent variables ܺଵ,ܺଶ	ܽ݊݀	ܺଷ.  The results are as follows: 
 
Table 2 

 
 

The Scenario 1 will then be modeled as: 
ࢅ = ૜૝૟.૙૜ − ૙.ૡ૜૛૞ૢࢄ૚ + ૞.ૠ૙ૠ૙ૠࢄ૛ − ૞.૛ૡૡૡࢄ૜ 

Using the equation above, we computed for the actual vs. predicted cancer incidence 
rates of the countries.  Then, using Graph 1 below to see it better, we see that the 
predicted is quite far from the actual incidence rates, except on certain points. 
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Graph 1 

 
 
Based on the resulting regression, the adjusted R2 value is at 51.53% which shows 
that the model has high variation between the causes of cancer incidence.  
 
Let us now look at each of the causes separately in the next 3 scenarios.   
 
Scenario 2 
 
This scenario shows the relationship between Y and X1.  
 

 
 
The equation for Scenario 2 model will then be given by: 

ࢅ = ૛ૡ૛.ૢ૜૟− ૙.૝૞૟ૠ૟ࢄ૚ 
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Again, the graph using the above formula is shown below. 
 
Graph 2 

 
 
This model shows that the actual cancer incidence rates is very far from the predicted 
rates. R square is also very low (less than 1%), so we can conclude that this is not a 
very good model.  We can conclude from this model that the variable X1 by itself will 
not cause a high change in cancer incidence rates.   
 
Let us look at the effect of the next variable.   
 
Scenario 3 
This scenario shows the relationship between Y and X2.  
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Equation for Scenario 3: 
ࢅ = ૛૝૝.ૢ૛૛+ ૜.૝ૡ૛૜૞૞ࢄ૛ 

Graph 3 

 
The adjusted R2 value is still significantly lower than Scenario 1, but a little higher 
than Scenario 2.  We can observe this in the way the graph of the Actual vs Predicted 
Incidence rates are moving a little more similarly with each other than in Scenario 1.  
With this, we can conclude that the by itself, alcohol consumption does not directly or 
significantly affect cancer incidence rates.   
 
Scenario 4 
 
This scenario shows the relationship between Y and X3.  
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Equation for Scenario 4: 
ࢅ = ૜ૠ૝.૝ૢ૟ − ૝.ૡ૜૛ࢄ૜ 

Graph 4 

 
 
The adjusted R2 is now much higher 42.94% which leads us to conclude that Scenario 
4 is a better model for this study, but not as good as Scenario 1, which includes all 3 
variables.  This leads us to conclude that the variable X3 has higher significance to the 
movement of cancer incidence rates than the other two variables.   
 
Let us create 3 more scenarios to see this further.  The following scenarios show 2 
explanatory variables Xi are modelled with our response variable Y.   
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Scenario 5 
 
This scenario shows the relationship between Y, X1 and X2.  

 
As we have observed from Scenarios 2 and 3, we can see that the adjusted R square is 
very low and that the values will behave more similarly to Scenario 3.  Hence, this is 
not a very good model for our study.  We can see this more clearly through the graph 
below.  
Graph 5  

 
  

0.00
50.00

100.00
150.00
200.00
250.00
300.00
350.00
400.00

Au
st

ra
lia

Au
st

ria
Be

lg
iu

m
Ca

na
da

Ch
ile

Cz
ec

h…
De

nm
ar

k
Es

to
ni

a
Fi

nl
an

d
Fr

an
ce

Ge
rm

an
y

Gr
ee

ce
Hu

ng
ar

y
Ic

el
an

d
Ire

la
nd

Is
ra

el
Ita

ly
Ko

re
a

N
et

he
rla

nd
s

N
or

w
ay

Po
la

nd
Po

rt
ug

al
Sl

ov
ak

…
Sl

ov
en

ia
Sp

ai
n

Sw
ed

en
Sw

itz
er

la
nd

Tu
rk

ey
U

ni
te

d 
St

at
es

Ca
nc

er
 In

ci
de

nc
e 

pe
r 1

00
,0

00
 

po
pu

la
tio

n

Actual vs Predicted

Actual Y-
Cancer
Incidence

Predicted
Y-Cancer
Incidence



Arias, Heidi H.                       VEE Statistics: Regression Analysis – Fall 2015 
                  Student Project 

Scenario 6 
 
This scenario shows the relationship between Y, X2 and X3.  

 
 
The high adjusted R square 52.44% is an indicator that this is a good model for this 
study.  We note that this is even higher than Scenario 1, which was our best model so 
far.   
 
Equation for Scenario 6: 

ࢅ = ૜૜૜.૙૟૝+ ૞.૟૜ૠ૜૞ࢄ૛ − ૞.૛૞૞૝ૢࢄ૜ 
 
Graph 6 
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Scenario 7 
 
The last scenario shows the relationship between Y, X1 and X3.  

 

Although the adjusted R square is significantly high, it is not as high as Scenario 1 
and Scenario 6.   

Graph 7 

 

As expected, the values do not fit as well as in Scenario 6.    
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CONCLUSION 

 
Therefore, based on the resulting scenarios, we may take out the variable X1 - Obesity 
from the model since this variable does not significantly affect the cancer incidence 
rates.   
 
It is conservative to conclude that statistically, the best predictive model is from 
Scenario 6, which is given by: 

ࢅ = ૜૜૜.૙૟૝+ ૞.૟૜ૠ૜૞ࢄ૛ − ૞.૛૞૞૝ૢࢄ૜ 
This model has the highest adjusted R2 value and has independent variables with P 
values close to zero.   
 
 

 

 

 


